Perspectives on Rhythm and Timing
Glasgow, 19-21 July 2012

Book of Abstracts

English Language
University of Glasgow, Glasgow G12 8QQ, U.K.
e-mail: port.workshop@gmail.com
web: www.gla.ac.uk/rhythmsinscotland
Twitter: @RiS_2012 #PoRT2012

B University ROYAL
&/ of Glasgow SOCELY
&







The production and perception of English speech riiiam by L2 Saudi Speakers

Ghazi Algethami

University of York
ghazi.algethami@gmail.com

Keywords: L2 speech, rhythm, perception, metrics

3. RESULTS AND DISCUSSION

1. INTRODUCTION The listeners were able to differentiate betweea th

One of the major factors that contribute to thecpption
of foreign accent in the speech of L2 English speais
the inappropriate use of rhythm [2]. However, ioise
of the least studied aspects of L2 speech [1]. Tis
mainly because of the elusive nature of speectnyt
and the lack of consensus among researchers about h
to measure it. [1]

Recently developed acoustic metrics of spee%
rhythm have offered a tool for L2 speech reseascher
examine the production of speech rhythm by L2
speakers. The current study examined the producfionl3]
English speech rhythm by L2 Saudi speakers by using
combination of two rhythm metrics %V and VarcoV
(the percentage of vocalic segments and the standar
deviation of vocalic segments divided by the mead a
multiplied by 100, respectively) as they were shdan
be complementary and successful in differentiating
between languages rhythmically [3].

2. METHOD

Six intermediate and six advanced L2 Saudi speaKers
English, as well as six native speakers of English,
produced ten English utterances. Six native spsaber
Saudi Arabic (a stress-timed language) also pratiuce
ten Saudi Arabic sentences for comparison. %V tesul
showed that English was more stress-timed than both
Saudi Arabic and L2 speaker groups, and there was n
difference between Saudi Arabic and the L2 speaker
groups. VarcoV results showed also that English was
more stress-timed than Saudi Arabic; however, Saudi
Arabic was more stress-timed than the L2 speaker
groups. In both cases, there was no difference degtw
the L2 speaker groups.

To ascertain the psychological aspects of these
metric measurements, the four longest English
utterances from the production task spoken by three
native speakers of English, three advanced L2 speak
and three intermediate L2 speakers were low-pass
filtered at 300 Hz, and monotonized at 150 Hz, thaah
had their intensities neutralized at 75dB. Thesdifizal
utterances were then presented to 23 native English
listeners to rate them on a six-point scale acogrdo
the possibility of the utterance being produced by
native or non-native speaker.

native and nonnative speakers regardless of thayhig
distorted speech. There was a significant coraiati
between the perceptual ratings and the scores of
VarcoV, but not %V.
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3. RESULTS

1. INTRODUCTION As Figure 1 shows, discrimination (A' > 50) was not
The view that languages fall into distinct rhythlasses based on rhythm class: Danish and Polish were
has been primarily supported by discriminatiogiscriminated from English but Spanish was notultes
experiments like [1]. Discrimination, however, chka based on one-sample t-tests). Planned comparisons
due to a number of factors. Here this possibilgy ifollowing an ANOVA on A' scores showed that
explored by means of five AAX experiments thatliscrimination depended on language and condifon.
examine whether discrimination is due to rhythmssla Danish discrimination was possible in T-FO and noT-
or to other prosodic properties, specifically tempuwl noF0. For Greek and Polish, discrimination was
FO. significantly better when original tempo was regain
(T-FO, T-noFO0), while for Korean, discrimination sva
2. METHOD worst when only FO information was present in the

A different set of 22-24 listeners (all UCSDstimuli (noT-FO).
undergraduates) took part in each of the fiv g

experiments. The materials were sentences of Engli [
Danish, Polish, Spanish, Korean and Greek, reashey  0.70 mT-FO
male and one female s.peaker'of each language (&m <0.60 | 8T-noF0
2 f speakers for English which was the context ar
control). The sentences were converted s#sasai.e. 50 - EnoT-FO
all consonantal intervals were turned into [s] aild I EnoT-noFo
vocalic ones into [a]). 0.40 TR TR, RS,

DA53 GR7 KO4.9 PO6.5 SP6.3

In each experiment, English was compared to ol

language under four conditions: teesasastimuli eitner Figure 1: A’ scores per language and condition; numbers text
anguage names refer to average tempo (in vocatenials per

retained the tempo (,m_easured as vocalic intervais Fgecond). Stars indicate A' scores significantljedént from chance.
second) of the original utterancesT) ( or were

manipulated to have all the mean tempo of the ditiofiu 4. DISCUSSION
both languages in each experimedoT); FO was either h | | h . |
original (FO) or flattened oF0). These results strongly suggest that previous mesult

interpreted as evidence for rhythm classes weret mos
Table 1: rhythm classification and tempo differences betweelikely due to confounds between tempo and rhythm
English (context) and targets; NDP stands for “Diemation Not  class. They further show that thasasaransform is not
Possible”, DP for “Discrimination Possible.” ecologically valid: results differed depending on
whether FO was present, suggesting that the timing

Language Rhythmclass Tempowrt Predictions

English Rhythm Other information encoded insasasais not processed
Danish stress-timed D~E DNP DNP  independently of the other components of prosody. |
Polish stress-timed P>E DNP DP  conclusion, language discrimination in  AAX
Spanish  syllable-timed S>E DP PP experiments cannot be attributed to a single faliter
Greek syllable-timed G>E DP DP . . L.
Korean syllable-timed K>E DP DNP rhythm but is most likely due to a combination of

prosodic differences across languages.
If discrimination is based on rhythm class, then it

should accord with rhythm class differences (selléla 5. REFERENCES

1). If it is due to tempo, discrimination should bey; Ramus, F., Dupoux E., Mehler. J. 2003. The psyctichbg
possible whenever large tempo differences are prese reality of rhythm class: Perceptual studiBsoceedings of
(see Table 1). Original FO was hypothesized to aid the 15th ICPhS337-340.

discrimination in all experiments.
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1. INTRODUCTION Figure 1: The probability of perceiving a grouping by ISI.

(o) Group size
Subjective rhythmisation (SR) is the phenomenor th‘io'e’ ——
when presented with a sequences of isochronoigos- g - y . -h- 2
identical sounds one can experience a patterncgngs o, | ,” RN ) il b
that groups the sounds, often in groups of twaedror S | * - b ':; ;

>

four [1]. SR has been explained using a model i§°'3’ B,
rhythm perception based on neural oscillation [Bje Zoa- e
present study aims at extending the scope of earlz .
;tudles .by |.nc.lud|ng sequences from a W|d9r rgn‘ge 5 : -awr_ﬁ,s,___g__._.\:*
inter stimuli intervals (ISI). A second aim is tog®° 1 ‘ ! b
investigate how perceived grouping relates to temp™ 150 200, . 800, e ing90 ) ind%0, 12001500 2000

me_asured_ as the sequence inter St_lmu_lus mterW' (I Figure 2: Mean grouping by ISI. The line ranges show the
Using a simple model of neural oscillation as atsi@  standard error.

point gives that the relation between grouping #id &
should follow a power-law distribution where groogi &7
= c - ISIB, c andB being constants witlfy being -
negative. 53

2. METHOD g2

Nine female and 21 male participants, ranging ie a( ,_
from 19 to 78 years (M=31.6, SD=12.8) were rectlite 150 200
from the Lund community. The participants were séat

in front of a computer wearing headphones. The task
consisted of 32 click sequences of different tempp,
presented in a random order. The ISIs of the SEM®Ny dies that is, perceived grouping tends to aEmeas
were 150, 200, 300, 600, 909' .1200' 1500 and_ 20_.00 5| decreases and even groupings are much more
For each sequence the participants were to 'nd'tatecommon than odd. From ISI 900 ms to 2000 ms_tisere
they felt a grouping of the clicks on a scale raggrom '

y ; . o9 a steep increase in the probability to perceive no
No grouping/groups of one” to "Groups of eight’nA rouping, with a peak probability of 63% at ISI BOO
online version of the the task can be found '

htto-// tfiles/ K/ s. This is in accordance with the notion of theeeng

ttEI" Wwwisulinstar.lne lles/sr_tas an upper limit to subjective rhythmisation but is

public_sr_task.htmi. discordant with an often proposed upper limit i th
3. RESULTS

range of ISI 1500 ms to 2000 ms [2]. A power-law

o distribution appears linear on a log-log plot. Ufig 2
All participants managed to carry out the task fmall  shows an approximately linear relation and suppt
participants but one, there was a significant negat prediction, given by a simple model based on neural
correlation between ISI and perceived grouping. Thgcillation, that the relation between grouping agd
participant that showed no significant correlatismot  follows a power-law distribution.
included in the subsequent analysis. Figure 1 shbas
distribution of the probability of perceiving a giqung
as a function of ISI. Groupings of five, six andee are
not included as they accounted for only 3% of thidl Vos, P.

<o

T T T
?oo . . 600 . 900
nter stimulus interval in ms

4. DISCUSSION

is study replicates two of the findings of earl&R

T T T
1200 1500 2000
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comparisons, iambic/trochaic law
In Exp. 1, we found results similar to those frone t
1. INTRODUCTION previous study [2] with no difference between lirsic

Listeners group sequences of sounds in specifiswa@foups. In Exp. 2, we showed that both French and
depending on the acoustic variation in the sequen&g€rmans showed grouping according to the ITL, but

3. RESULTS

Sequences of sounds that vary in intensity tenteto there was an interaction between native language an

grouped in trochaic pairs, with the sound higher ifyP€ Of acoustic manipulation, with the Germans
intensity placed in the initial position, while suls that "€Sponding trochaic more often for the intensityiac

vary in duration tend to be grouped in iambic pairih

sequences and iambic more often for the duratioleda

the longer sound placed in the final position [Bhese Séguences. In Exp. 3, we found similar results for
observations have been formulated into the lambiguration, but the French participants did not catesitly
Trochaic Law (ITL) [3]. Pitch may also function @ 9roup the pitch-varied sequences trochaically, ghou

manner similar to intensity, leading to trochaiouping

[4].

Effects of the ITL on rhythmic grouping preferences

the Germans did.

4. DISCUSSION

are assumed to be universal [3]. However, the Weorldrhese results demonstrate that native language has
languages differ as to their use of stress. Langmiagch strong effects on rhythmic grouping according te th
as English and German utilize pitch, intensity and’L, but it may be necessary that the stimuli are
duration cues to communicate lexical stress, whikufficiently complex to bring out differences beeme
French does not use lexical stress. Adult Frendimguistic groups. In addition, pitch appears toabmore
speakers show a "deafness" to lexical stress [hls T ambiguous cue for grouping than intensity, being

leads to the question: does linguistic experiendd wperhaps more variable across

languages or more

lexical stress affect rhythmic grouping? One study dependent on language experience.

explore this question comparing French and English

speakers found no difference between the two groups

[2]. We hypothesize that experience with lexicaess [1)

affects rhythmic grouping preferences, and that

complex, speech-like stimuli are needed to shovosase

linguistic difference. [2]
2. METHOD [3]

We performed three experiments comparing French
German monolinguals. In Exp. 1, we presente
participants with synthesized speech stimuli likese
from the previous study [2] (the syllable /ga/ rafeel,
varying in either intensity or duration). We askedP!
participants whether they perceived strong-weak or
weak-strong pairs. In Exp. 2, we used more complex
stimuli comprising varied CV syllables, again vaigyiin
intensity or duration. In Exp. 3, we tested papieits on
the same sequences as Exp. 2, but this time vaiying
pitch or duration.
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potentials 3. RESULTS

Preliminary results show that the amplitude of MHdN

1. INTRODUCTION response to deviants in metrically strong positiegs
Beat is a psychological construct that allows ubaar bigger than the amplitude of the MMN to deviants in
regularity in music in the form of metrical strumuAs metrically weak positions. This suggests that iddee
such, beat perception is considered fundamental l@at induction is pre-attentive. However, an extiory
music processing [1]. Regular external events dae ganalysis of the results shows that we cannot caelgle
rise to the feeling of a beat, through the proac#dseat rule out an explanation of the results in termsthef
induction Beat induction is guided by accents in variougcoustical structure of the stimuli.
forms and thus, is driven by sensory input. In &ddito
these external events, purely internal processes ca 4. DISCUSSION

influence how we perceive a beat. ~ To incorporate these and previous results, we s@po
Previous work has suggested that the brain c@@mework to study the relationship between beat
process the beat without attention, by showing thgkrception and selective attention (Bouwer & Honing
irregular events in strong metrical positions arBrep.). We introduce two hypotheses about beat
processed different from irregular events in weakerception and attention. The first hypothesisestahat
metrical positions [2]. However, in this study et®m there can be no beat perception without attenfidre
strong metrical positions were also acousticalffed®nt second hypothesis entails that while beat inductton
from events in weak positions. Therefore, the tesulindependent of attention, the perception of a beatbe
might have been due to acoustic differences rati®@T modulated by attention through the influence of
differences in metrical position. Also, resultsrfroa attention on the internal processes involved int bea
recent fMRI study suggest that attention is a pyeisete perception.
for beat perception [3]. The current study therefor

examines whether beat induction should indeed be 5. REFERENCES
considered pre-attentive, and Ir_]veStlgateS I,n rawnbt [1] Honing, H. (2012). Without it no music: beat indoot as a
only structural but also acoustical factors infleerthe fundamental musical traifnnals of the New York Academy of
response to a metrical rhythmic sequence. Sciences1252: The Neurosciences and Music IV — Learning
and Memory, 85-91.
2. METHOD [2] Ladinig, O., Honing, H., Haden, G. P., & Winkler, (R009).

Probing attentive and preattentive emergent meteradult
EEG is commonly used to measure pre-attentive brain listeners without extensive music trainingusic Perception
responses. We examine both event-related brain 26,377-386.
responses and oscillatory activity. We presentesupj B Chapin, H. L., Zanto, T., Jantzen, K. J., Kelsa).$h.,
. . . . . . Steinberg, F., & Large, E. W. (2010). Neural resggsnto
with a rhythmic sequence in which deviants occuthi complex auditory rhythms: The role of attendiRgontiers in
form of infrequent sound omissions. We compare the psychology, 11-18.
ERP in response to an omission in a metricallyngtro
position with the response to an omission in a icedty
weak position, while controlling strictly for acdits
differences. Furthermore, we examine whether
oscillatory activity in the beta and gamma rangaldo
function as an alternative index of pre-attentivgthmic
expectancy. The experiment is conducted with
musicians and non-musicians to study the effects of
expertise.
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1. INTRODUCTION

Musicians closure positive shift Non-musicians closure positive shift

The Closure Paositive Shift, CPS, is a compone
event-related potentials that reflects the segnienta”
sentences across prosodic boundaries [1, 2:%,
topography and latency vary according to stim * - f F
modality (auditory or visual), lexical compley ° %
(hummed or spoken sentences), and even listeneA
S|m|I_ar comp_o_nent IS e“CIt.ed when mUSICIar.]S liste Figure 1: Clogua nositive <hiff, RS dn mnsiciansu(left)haod w..d
music containing boundaries betwgen musical ph.rasesnon_musicians (right). Spoken (blue) CPS has ealdiency in
[3]; this has been termed the music CPS, thatrdiffe  musicians. The negative deflection preceding humiggzeen)
somewhat from the language CPS in latency and CPS occurs only in non-musicians.

topography. Our question here is whether musical

expertise affects the CPS in speech. We compare 4. DISCUSSION
musicians and non-musicians in the segmentation e early negativity found for hummed speech in-non
spoken and hummed sentences using ERP methods angicians is consistent with Pannekamp et al’sitfigsl

Time (ms) ! Time (ms)

a probe detection paradigm. [2]. It probably signals the cognitive preparation
required to process delexicalized speech. Our rfipdi
2. METHOD that musicians did not show this early negativity

Participants were 16 musicians (at least 7 yearausfical suggests that the absence of lexical informatices dwt
training; 9 women, mean age 20.2 yrs SD 2.5) and lcit such cognitive preparation, and thus that
non-musicians (10 women, mean age 20 yrs SD 3I5), Brocessing hummed speech is less demanding for them
right-handed. They listened to short sentencesweré than for non-musicians. When lexical cues are prtese
asked to identify whether a probe word was presentdSpoken sentences), musicians seem to processdproso
The sentences contained one or two phrase bouedaﬁpundaries faster than non-musicians. Taken togethe
and were spoken or hummed (2 x 2 x 45). For thbeprothese findings indicate that musical expertise may
detection task in the hummed condition, a spokerdwofacilitate phrasing processes in speech.

was spliced onto 30 additional hummed sentenceds tha

served as fillers. EEG was recorded continuousiynfr 5. REFERENCES

200 ms pre-stimulus. [1] Steinhauer K, Alter K, Friederici AD. (1999). Brain
potentials indicate immediate use of prosodic cues
3. RESULTS natural speech processingature Neuroscience?, 191-
196.
The ERP traces differed in sentences with one serda] Pannekamp A, Toepel U, Alter K, Hahne A, FriedefiBi.
two boundaries, with evidence of CPS over one (2005). Prosody driven sentence processifgirnal of

. . . . Cognitive Neuroscience, 1207-421.
boundary contrasting with no CPS in the correspundi 53] Knésche TR, Neuhaus C, Haueisen J, Alter K, Maess B,

portion of sentence without the boundar_y (_p < Q.05 Witte OW, Friederici AD. (2005). The perceptionpifrase
Hummed sentences had a more frontal distributian th structure in musicHuman Brain Mapping, 24259-273.

spoken ones. There was no effect of musical exgeeirti

the amplitude of the CPS. In spoken sentences, the
musicians had shorter onset latencies than non-
musicians (p < 0.01; 0-300 ms window). In hummed
sentences, non-musicians had a negative defleation
the 100-300 ms window, musicians did not (p < Q.01)
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EEG; inter-trial phaseAmbiguous figures are also associated with gredier
at 1.33 Hz, 1.77 Hz, and the broader delta bargh al

over bilateral frontal areas (see Fig. 1b).

Keywords: rhythm processing;
coherence; metric ambiguity

1. INTRODUCTION

organisation of rhythm,

Figure 1: Topographical scalp distribution of the differences

Metre is the hierarchical between metrically ambiguous and unambiguous rhigthm

corresponding to dynamic perceived strength of figures in &) delta power, b) delta inter trial paacoherence, c)
alpha power, and d) gamma power.

a) b)

positions in rhythmic sequences, and tactus, aiéecy
conventionally perceived as the ‘beat’ to whicheligers
readily synchronise movements. Metre perception and
the endogenous process by which it emerges from
rhythm are essential cognitive aspects of musit,itge
underlying dynamical neural responses remain lgrgel
uncharacterized. While previous research has
investigated event-related EEG aspects of metre ()
perception [1,3], we explore spectral power
(characterizing local neuronal synchronization),d an
inter-trial coherence (ITC) (characterizing themstius-
locked, trial-to-trial phase consistency of brain
responses) as they vary with musical rhythms which
differ in metric information. We investigate a rangf
EEG frequency bands with special emphasis on low
frequencies corresponding to the tactus of plaesibl 4. DISCUSSION

metres of stimulus rhythms. Differences in EEG power and phase (ITC) at the
frequencies corresponding to plausible metre/tactus
2. METHOD frequencies may reflect aspects of the endogenous
Multivariate (32 channels) EEG signals were recdrdegperception/processes of metre. Localisation over
from twenty musicians listening to two versionsSbééve premotor areas is consistent with past researckthen
Reich’s Clapping Music(1972), a piece consisting ofrole of motor systems in rhythm/metre perceptiod an
two performers clapping a rhythm and systematicallgognition [2]. Gamma band power differences over
transforming it to produce 12 unique rhythms, eachuditory cortex may correspond to metre-based
repeated 12 times. Rhythms are categorized aceptdin differences found previously [1IRhythm structure may
a model of metre-induction [4] as having either aplay a role, as effects correlate linearly with temof
unambiguous metre of 3 tactus beats (1.33 Hz) @sts in rhythms. (i.e. rests may provide metrical
ambiguously plausible metres of 3 or 4 tactus bedtfformation in the context of this rhythmic music,
(1.77 Hz for the latter), respectively. These défe influencing EEG correlates of metre
rhythm categories are compared in terms of theianrmeperception/processing).

spectral power and ITC values of standard EEG
frequency bands and also for specific low frequesci

3. RESULTS

Metrically ambiguous rhythms, as compared to
unambiguous rhythms, are associated with greateepo [2]
at 1.33 Hz and 1.77 Hz, and in the broader deltal [&-

4 Hz). These Ilow frequency effects are mo%]
conspicuous over bilateral frontal areas (see E&®).
Ambiguous figures also show greater power in the
gamma band (24-60 Hz) over bilateral temporal megio [4]
(see Fig. 1d). On the other hand, unambiguous mhgyth
show greater power in the alpha band (8-12 Hz) (see
Fig. 1c).

1]
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1. INTRODUCTION

A regular auditory rhythm induces rhythmic
entrainment. This allows temporal expectations ¢ b
formed, and for attentional resources to become
allocated in time [5]. The processing of both npeexch
[4] and speech [7] is heightened at attended tinmépo
These findings are relevant when considering how
rhythmic stimuli may be used to enhance speech
processing.

We hypothesised that using a rhythmical prime
would enhance speech perception when:
1) Beat Expectationsare met
2) Metrical Expectations are met

2. METHOD

e Behavioural and EEG experiment.
e 20 native French speakers, unimpaired speech.
e Stimuli: A Rhythmic Prime (Binary/Ternary metre)

Cz

——  Metric Match
st Metric Mismatch

100 200
ms

5| Cz

/\/ ; /\/\M o .
/ 100 200 © 7500 ¥ 7
ms i o .

Figure 1: Top: a larger N100 amplitude in response to a metri
violation and difference waves map. Bottom: a lardge800

was followed by a pseudoword (bisyllabic/amplitude in response to a beat violation and difiee waves map.

3&2¥gab;glévsr2?nh Cvc\),gtsa::ggsitzggﬁt aggzgcr)r;]e:[imes'to Broad Conclusion: Rhythmical stimuli which induce
P 9 y expectations about Beat and Metre might be used to

a phoneme detection task. enhance speech perception/production in clinical
2 x 2 Experimental Design. Beat conditions (ON- populations with hearing/speech impairments.

beat’ or ‘OFF-beat’ target phoneme) x Metric
conditions (‘Matched’ or ‘Mismatched’ number of
syllables to the Prime beats per I10I). ]

3. RESULTS AND DISCUSSION

« Behavioural Results: Reaction Times [2]
‘On-beat’ targets < ‘Off-beat’ targetp<0.001).

« Electrophysiological Results:

Metrical Expectations: A larger N100 amplitude in the
presence of a Metrical violation (Figure 1a). Thias [3!
much like the Mismatch Negativity response, elatita
detecting a ‘mismatching’ number of syllables (e t
Prime’s metric structure) [3] [6]. As this was aarlg [4]
component, it may be related to sensory processes.

Beat Expectations:There was a larger P300 amplitudés]
for ‘Beat’ violations (Off-beat trials) (Figure 1bYhis
could reflect the detection of a low-probability ffO [6]
beat) event [2] and it may index an impact on ctigmi
processes. A similar effect has been found in Visua
temporal orienting [1]. 7]
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1. INTRODUCTION

The Greimas' semiotics line developed itself arotimed
mechanisms responsible for definitions of action,
focusing on storytelling as well as the analysis of
discrete and binary contents. Little by little, wan
notice a movement based upon the theory of
modalizations from the act of doing to the beingjlav
prioritizing the affective universe [1]. This new
approach allowed the development of several settsoti
theories, among then we focus on the tensive semiot
found in Jacques Fontanille and Claude Zilberberg f
instance [2]. To the tensive semiotic the sensible
contents come to light, with allow us to study
discoursive phenomena related to continuity. It was
possible for instance to determine the fundamental
tensive-phoriques flows of the generative traibrirthis
point on we can say that there is some kind of Tonums
semiotics" in the sense that concepts like rhythm,
valence, vector and perception play an importafé ro

[3].
2. METHOD

The objective of our research is to study the chargf
meaning occurred in a given composition, taking int
consideration its interpretation during a musical
performance [3]. To be more precise, we will analyz
the changes of meaning generated by variations in
tempo from different musical performances basethen
composer's timing marks in the score. We beliewa th
by using a tensive hearing analysis, i.e. an aigalys
based upon the Tensive Theory, it is possible pbyafs
theorical tools to musical discourses, which arenbo
from the interaction between sound and time [6].
Besides that, we will discuss the influence that th
choice of a specific musical instrument, as wellttzes
role of gestures in musical performance, have a@n th
connotative meaning of the composition [2].
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1. INTRODUCTION s ey i
Korean has not been unanimously classified fortumyt APL | AP2 | AP3 | | P

class [1]. It also lacks stress [3] and thus itsdoet fit Figure 1: Measurements: a/b, a/d, b/d and c/d. Thick lines

into views that speech rhythm rests on alternations yepresent phrase onsets; broken lines AP boundaries
metrical strength. The aim here was to examine what

any, elements are used in Korean for rhythm puspos: 3-3-3 32b/m
We used the speech cycling task which involve og ALl 333 36b/m
speakers repeating a phrase in time with a metrenol & 13-3-3 40b/m
[2]; under these conditions, speakers keep melyica £ 06 ®2-2-5 32b/m
prominent elements in stable phase [2]. It we %04_ ®2-2-5 36b/m
hypothesized that in Korean the initial syllableb c 5 = ®2-2-5 40b/m
accentual phrases (APs [3]), act as beats plafiegart 0.2 == 82-4-3 32b/m
stress plays in English. If so, the phase of sigklin g ;g 22-4-3 36b/m
cycling should be determined by their position AP 04 APL 2 AP B2-4-3 40b/m

(first or ,OIher)' not_their order in the .utteran&Jt if Figure 2: Mean phase and standard deviations of AP1, AP2
Korean is syllable-timed [4], then cycling shouleal ang Ap3 separately for each metronome rate and AP
no other regularities beyond those due to syllablier.  composition (N = 10).

2. METHOD 4. DISCUSSION

The materials were 12 sentences (mixed with 1&r§)l The results suggest that speakers keep the onbets o
Each was 9 syllables and three APs long but thebeum accentual phrases in phase although syllable canght

of syllables in each AP varied (3-3-3, 2-4-3, 2)2€g. composition also affect phasing. These results @tipp

(i) [noregalye [Nomunahe [niridalse ‘the song is t00 our hypothesis that in Korean, AP onsets operate
slow' vs. (i) [nabike [nemarigalar [nacat'alae ‘four  similarly to stresses. At the same time, the redati
butterflies flied’. Each AP pattern was tested witte importance of the syllable cycle supports a view of
phrase containing only CV and one containing mostiythm that does not rest on the timing of one qaas
CVC syllables; compare (i) above with (iii) [nalde constituent, such as the AP or the stress footpbuthe

[nunnukhago]ap [Mucbpt'alae ‘The weather is also relative salience of different levels of prosodiwsture.
humid and hot.’

Five male and five female native speakers of Seoul 5. REFERENCES

Korean, in their 20s or early 30s repeated eactesea [, Arvaniti, A. (2009). Rhythm, timing and the timingf

as many times as they could in one breath, fiteagh rhythm. Phonetica66, 46-63.

repetition into beat intervals. The metronome wetsas [2] Cummins, F. & R. Port. 1998. Rhythmic constraints on

32, 36 and 40 beats per minute. Each AP was exapiesisS | ggﬁssé'_mA'”92'80%”9“}fg‘:g::“izn‘ibrllgg;; onology and

as a ratio of the entire cycle (d) as illustratedig. 1: Drosodic transoription. I SA. Jun (Ed.)?ros%ic

i.e. a/d is the phase of AP1, b/d that of AP2 adddtat typology,pp. 201-29. Oxford: Oxford University Press.

of AP3. [4] Kim, J., Davis, C., & Cutler, A. 2008. Perceptualtsesf
rhythmic similarity: Il. Syllable rhythmLangSp51, 343-

3. RESULTS 59.

As can be seen in Fig. 2, although phase diffeence
present when the number of syllables in an AP diffe
by and large phase is stable, especially acrossksyue
rates. Syllable composition also affected phasdh wi
APs with CVC syllables showing later phase (data no
shown).
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1. INTRODUCTION

3. RESULTS

Infants who were bounced synchronously with the

researcher while listening to predictable beatsewer
Musical behaviour is unique to humans and crossignificantly more helpful (61% helping likelihoothan
culturally universal. One fundamental music skslithe  those that were bounced asynchronously while listen
ability to entrain movement to an external auditoept. to unpredictable beats (25% helping likelihood),
It has recently been shown that the presentatioanof t0573.02, p=.007. Infants in the other two conditions
isochronous auditory beat while participants do nefre currently being tested.

move results in amplitude changes in oscillatorjabe
band (15-30Hz) activity following the beat in both
auditory cortex and motor networks [1], suggesting
mechanism for auditory-motor entrainment.

Interpersonal entrainment is particularly imporfan
as it has been associated with social bondirgr
example, individuals who walk or sing together ar
subsequently more helpful and cooperative in lat
interactions with one another [2]. Evidence forsthi
effect has also been shown in 4-year-olds [3]. ‘

The time course for the development of entrainme@
and its effects on social development are stilllesrc
When infants are bounced to music, it does affieeir t
perception of the rhythm [4]. However, althoughaimts
tend to spontaneously produce rhythmic movemep
when listening to music [5], it tends to be asyodaus
until preschool age.

The current study investigated whethée tsocial
effects of interpersonal entrainment are measurable [
14-month-old infants when the experimenter controls
their movement.

(2]

2. METHOD .
Each infant (tested individually) heard a melod>[/]
containing either predictable (isochronous) or
unpredictable (random) beats. Experimenter A (E-Af!
held the infant facing Experimenter B (E-B), and
bounced the infant in a way congruent to what tif@nt |5
was listening to (predictable beats or unpredietabl
beats). E-B bounced to beats that were eithit
synchronous or asynchronous to the infant's movésnen
Thus, each infant was randomly assigned to onéef t
four conditions: predictable vs. unpredictable beat
crossed with interpersonal synchrony vs. asynchrony
Infants were then tested in a situation in whiakythad
the opportunity to help E-B by handing over desired
objects following the methods of [6].
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4. DISCUSSION

These results suggest that 14-month-olds do experie
ocial facilitation following interpersonal audiyer
otor entrainment. If this effect is a function jofnt

action alone and not dependent on auditory-motor

gntrainment, then we expect that the infants in the
eé'ynchronous movements to unpredictable beats’
condition will show helping rates similar to thasethe
nchronous
ndition. If, however, it is interpersonahtrainment
specifically that is required for these effectsadmcur
then we expect that only the infants in the ‘syoclous
ovements to unpredictable beats’ condition will
monstrate increased rates of helping.

movements to predictable beats’
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1. INTRODUCTION

3. REFERENCES

Any of the following might be found useful texts to

Dynamical Systems Theory (DST) is increasinglfomplement this tutorial.

becoming the lingua franca of a diverse set ?]
approaches that seek to analyze, model, and uaddrst
human behavior. Within these areas, the introdycto
materials introducing the concepts and technigues o
DST found in textbooks for engineers are oftenittiel
help. In this tutorial, | will attempt to provide basic
foundation in DST that is of potential use for mashers [
in speech, language, and music. | will not assame
prior familiarity with DST, nor any mathematical
expertise beyond basic school mathematics.

2. OVERVIEW [3]

We start with the notion dftate whereby the modeller
makes a choice of numerical variables that, itdped,
provide an insightful index into the behaviour or
temporal characteristics of some system of interégs
important to recognize the responsibility of thediter

in choosing how state is to be indexed, and thé
implications of appropriate and inappropriate cheiof
state variables.

We are interested in the lawful, i.e. determinjstic
evolution of state over time. This is expressedain
dynamic An explicit expression of a dynamic will only
be available for very simple systems, but thesepleim
systems can help us to develop the theoreticahakse
and set of concepts that will be of use in descgbi
complex systems too.

The qualitative features of a dynamical system will
be of particular interest. These will include tinember
and type of long-term behaviors the system exhiligs
structural stability as a function of parameter reiey
and its stability in the face of external perturbat We
will distinguish between short-teritnansient behavior
and long-ternattractors.

The consequences of interaction among several
dynamical systems are studied under the headings of
coupling or entrainment We will look at some of the
better known forms of interaction, with a keen &y¢he
relevance of these concepts for those studyingitte
but tricky notion of rhythm. Differences between
rhythm in speech and language may be drawn out here
One or two variants on the theme of oscillatord &
met, but without a great deal of detail.

Despite the limited time we have available to us, |
hope we can touch on enough core concepts to Wwhet t
appetites of attendees.
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Norton, A. (1995). Dynamics: an introduction. InrRdr.

F. and van Gelder, T., editors, Mind as Motion:
Explorations in the Dynamics of Cognition, chapter 1
pages 45—-68. Bradford Books/MIT Press, Cambridge, MA.
(Introduces basic mathematical foundations within a
volume that illustrates a wide variety of dynamical
approaches to topics in cognitive science)
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intuitions about the basic concepts of dynamicesys)
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than proofs or techniques. Chapters 1—3 especially
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3. TOOLS

This research should be based on three domains:
1. INTRODUCTION musicology, cognition, and computer modeling. A
As music is an art of time, segmentation and sufidiv thorough analysis of musical patterns (from melodic
play an essential part in it. There are differavels of aspectsx la Schenkerian, pitch-set based approaches, to
understanding of these processes: many analyti@amore complex examination of LRC variations irefre

methods deal with them by creating different lewafls improvisation setting, for example) is needed ideorto
organization, from melodic elements to mesostresturformulate a conceptual framework that has a valiofit
and macrostructures [5]. In Schenkerian analysikle musicological perspective (much like the getnera
rhythm is considered as an element of the musidhleory of tonal music [4]). This framework wouldeth
foreground, and therefore not considered as ceirtralbe put to test with recent findings in cognitiotably
the determination of thersatz the main structure to beon the topic of coupled oscillators, and finally a
determined by analysis [6]. Similarly, rhythm issaht computer model of LRC will be developed.

from pitch-class sets based theories, only to be Such a model would be of use both in musicological

introduced at a later stage [2].

analytical settings and as a tool for compositidmep

By defining rhythm as cycles of different lengthsind/or improvisational situations. LRC would theref
(and iterations), it is possible to consider musicdve not only an observational concept, but also &kiwg
activity as layers upon layers of different timecleg — generative environment for music productivity.

of different rhythms and oscillations. To facildgat

understanding, we will differentiate between the
traditional rhythm (TR) conception and the layefs qij
rhythmic cycles (LRC) approach. This new subdivisio

of the musical discourse allows us to draw pamllel

between different practices (for example, improisa 2]
and composition), traditions (e.g. western, Indian
traditional, jazz), as well as inside works themes] as [3]
exemplified in [1]. In effect, the LRC approach

integrates time with pitch, instead of consideriig 4]
another dimension of musical expression that [s
articulated in a later stage, as is usual in thiéngs of [5]
composers and musicologist (see for example tis?
inside/outside-time dichotomy in Xenakis’ writingg). 7]

2. AIMS

Developing an analytical model that is not limited
hierarchical classification of TR structures woaltbw

for a more dynamical approach to musical
understanding, allowing trans-level approachesh® t
musical phenomenon. From the frequency level of the
pitch to “social” considerations in improvisatiothe
LRC approach is helpful in finding echoes whereeoth
methods are forced to rely on different representat
strategies and models to be able to describe detura
the structural similarities and differences acilessls.

The relations between music perception and
cognitive aspects are already well-known from a
neurological perspective [3]. What is lacking is a
generalization of this concept with a musicological
perspective.
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capture )
The results for the quantity of motion show thag¢ th

1. INTRODUCTION subjects on average moved more for sound C than for
For music in strict time, the basic pulse, alsdecathe Sound A by a factor of 1.3 (SD=0.4). Plots of tharker
internal or subjective beat, is a fundamental exfee POSition indicate that the movements were more
for the production and perception of rhythm [1].the Tounded’ in response to sound C than to soundlétsP
present paper, we investigate listeners’ perceptlthe response to sound B (the transition) sha fibr
response to music where the shape of the intet bSOMe subjects there is a clear change in movement
changes during the musical course. We use as &@tern after the twansition. Estimating movement
example a tune by R&B artist D’Angelo entitied LeftPeriodicities using windowed autocorrelation [3]e w
and Right. Previous analysis of the microrhythmiéind that most subjects entrained to the basicepafehe
relationships of this tune shows that the first prthe MUsiC (~90bpm) in the vertical and sagittal plarss]
tune implies an accurate and point-like locationtref 0 hal-témpo in the transverse plane.
pulse, whereas in part two a cluster of pulse lonat
results in a much more vague internal beat [2ktFive 4. DISCUSSION
theorize how a confident listener may respond ® tlGiven the tight coupling between action and pefoapt
changes in the internal beat of the groove, ushg tin musical rhythm [6], the difference in movement
theory of dynamic attending, and in particular itsesponse between part one and two of the tune may b
entrainment aspect, as the point of departureTdén interpreted as reflecting a difference in perceptua
we report from a pilot study aimed at examiningesponse (looser synchronization and a wideninthef
listeners’ body movements in the different partstef attentional focus in part two) caused by the
music by way of motion capture technology. Oumicrorhythmic alterations in the groove.
hypothesis is that in part two of the tune listenaill be
more loosely synchronized with the internal bead an 5. REFERENCES

thus respond with more ‘rounded’, inaccuratgy Chernoff, J.M. 1979. African Rhythm and African
movements. Sensibilities (Oxford)
[2] Danielsen, A. 2010. Here, There and Everywhereed@hr
2. METHOD Accounts of Pulse in D’Angelo’s ‘Left and Rightusical
Rhythm in the Age of Digital Reproductiokd. A.
Subjects 16 music students were recruited to the study Danielsen. (Ashgate)
(age: mean=23 SD=3. Female=5, ma|e=11). [3] Eerola, T., Luck, G., Toiviainen, P. 2006. An intigation

Task The subjects were seated during the experiment,
with hands resting on their knees and a motionucept
marker placed on top of their forehead. They wele]
instructed to move their upper body to the puls¢hef
music.

Stimulus Three different musical excerpts were chosehr’,]
one from part one of the tune (A), one covering thej
transition from part one to part two (B), and onent
part two (C). Each excerpt lasted approximately 30
seconds, and they were played back with two secohds
silence between the tracks.

Motion capture Recordings were done with an infrared
optical marker-based motion capture system (Qualisy
Oqus 300), running at 100 Hz. Data were recorded an
pre-processed in Qualisys Track Manager and later
analyzed in Matlab using the MoCap Toolbox [5].
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Keywords: speech rhythm, speaker idiosyncratic features Figure 1: Box plot showing %Voiced for 5 bilinguals speaking
German (white plots) and Italian (striped plots).

1. INTRODUCTION

100 - Language
Voices are highly individual. The present study O German
investigated how temporal characteristics of spessh - @ tatian
contribute to speaker individuality for the sameaiger =7 o7 &

speaking in different languages. By now there liarge
body of evidence showing that measures based on
temporal characteristics of consonantal and vocalic

|

%Voiced

interval durations show drastic within language i

variability that is to a high degree a result ofween -

speaker variability ([1], [2], [4]). Here we preseasults % ° -
from an experiment on L2 and bilingual Italian/Garm 60 °
speakers. Our assumption was that if speaker

idiosyncratic rhythmic characteristics exist, thémey 501

T T T

1 2 3 4 5
Speaker

should be present across utterances from different
languages produced by the same speaker.

2. METHOD A factorial ANOVA (language * speaker) revealedttha
5 ltalian-German bilinguals, 5 German natives with there is no interaction between the factors (p=8).@te
ltalian and 5 Italian natives with L2 German wergelatively low p-value is assumed to be causedhay t
recorded reading 10 sentences (about 15 syllables @erman of speaker 4). However, highly significasiimm
average) in each lItalian and German. Speakers weféects were found for both language (p<.001) and
selected to be similarly competent in their L2 asrthe speaker (p<.001). The effects could be replicated f
two native language conditions (as judged by tlverse other metrics (e.g. VarcoV or syllable rate) and tfe
author). Durational characteristics of consonamiadl L2 speakers. Our results support the view thathmnit
vocalic intervals (e.g. syllable rate, %V, Varcoila/, characteristics of speech can be speaker-specific,
PVI, etc.) as well as voiced and unvoiced inter¢alg. independent of the language used by the speaker.
%Voiced, VarcoVoiced) were calculated for each

sentence. 4. REFERENCES
[1] Dellwo, V. and Koreman, J. (2008How speaker
3. RESULTS & DISCUSSION idiosyncratic is measurable speech rhythnibstract
. . presented at IAFPA 2008, Lausanne/Switzerland
Results in figure 1 show the distributions (boxtg)oof (http://www. hf.ntnu.nofisk/koreman/Publications/BOB\F
%Voiced (percentage over which speech is voiced) fo PA2008abstract_DellwoKoreman.pdf)
each bilingual, speaking either lItalian (stripedtg) or [2] Loukina, A., Kochanski, G., Rosner, B. and Keane, E.
German (white plots). Apart from the German conoditi (2011) Rhythm measures and dimensions of durational
. . variation in speechin: J. Acoust. Soc. Am. (129,5), 3258—
of speaker 5 it can be observed that %Voiced has th 3270,
tendency to increase from the leftmost to the ngist [3) Wiget, L., White, L., Schuppler, B., Grenon, I., Rau®.,
speaker in both languages. and Mattys, S. (2010ow stable are acoustic metrics of

contrastive speech rhythm®: Journal of the Acoustical
Society of America (127,3), 1559-1569.

[4] Yoon, T.J. (2010)Capturing inter-speaker invariance
using statistical measures of speech rhytirmElectronic
proceedings of Speech Prosody, Chicago/IL, USA.
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Keywords: time perception, seconds, gender, retrospective Figure 1: Mean accuracy in the retrospective and prospetsisks
between male and female subjects.

1. INTRODUCTION

Despite the implications for understanding sex
differences in memory and cognitive processesisthes & l Sek

Gender Differences (retrospective vs prospective task)

: . . . . — Female
of gender differences in psychological time is flam . Ml

settled [1]. Psychological time involves procesbgs . r
which a person adapts to and represents tempor l

properties in order to synchronise external evefts.
example, while crossing a busy street, speed and ti

estimates are continually required [2]. A good
understanding of time is also vital when it comes t
occupational and social organization. Because man
everyday perceptual and cognitive situations lead . -+
person to estimate short durations, it is importent

~10-]

Mean % error
|
N

understand the underlying processes and the egésten 201
any individual differences. Researchers have pusiyo Bl aediiue Rosinclie
explored this in small samples with results randnom il
no gender effect to a significant female advantage Error bars: 95% CI
both retrospective and prospective duration juddgsen

2. METHOD 4. DISCUSSION

In an online experiment, 526 (52.8% male) subjectsis study involved two very brief duration judgemte
Completed two short duration estimation tasks. Aﬂut the |arge Samp|e Supports previous f|nd|ngs'[b]
audible 5-second tone was played while participanige best of our knowledge, this is the largest sartp
filled out a personality measure. Participants wef@st for these gender differences across a cuitural
unaware that this task was related to time peroe@nd djverse sample. A simple measure of personalityndid
were prompted on the following page for a duratiofeveal any significant correlations, and age was abt
estimate in seconds (retrospective task). They W& g factor. Evidence that females perform relativayter
instructed to estimate a second tone that |aSHEt(7ndS on episodic memory tasks than do males Suggegls tha
and provide another estimate (prospective task). females are better at remembering events and dreref
judge the retrospective duration as being longér I{3
3. RESULTS has also been suggested that, relative to malews|de
As expected, participants typically underestimate wse different cognitive processes, especially asitiay
retrospective duration and provide a more accurdwetween exposure and response increases [1].

estimate in the prospective task(5[1) = -4.88, Regardless of the possible other explanations,ethes
p<.0001]. In addition, women demonstrated afindings are important for theories on gender défees
improved accuracy in the retrospective takd4) = - in time perception.
2.99, p<.0004], but not the prospective tasibB6) = -
1.59,p = .112]. 5. REFERENCES

[1] Block, R. A., Hancock, P. A. and Zakay, D. (2000)x Se

differences in duration judgments: A meta-analyticiew.
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changes of verbs are easier to detect when pantitsp

are tapping congruently to the rhythm of the speech
In the present study we examine the possibilityt thatimulus than when they are tapping incongrue@yt
motor entrainment to speech affects memory prosessesults are in keeping with this hypothesis, thus
in discourse comprehension. Predictable timingepast suggesting a positive role of motor entrainment in

(e.g., rhythmic music) are typically conducive totor
entrainment, as shown in sensorimotor synchromizati
experiments [e.g. 2]. The idea that entrainmenb als
plays a role in speech has been raised [1] andﬂrecm
findings show that motor synchronization to speech
possible and language-specific [3]. (2]

We argue that motor synchronization with
predictable timing patterns in speech enhances tgja
salience of relevant discourse entities (e.g. verbs
Heightened attention to these elements is expected
positively affect memory and encoding of sentence
meaning during comprehension. This possibility it
consistent with previous evidence of enhanced mgmor
for discourse entities when speech is accompanyed [b
iconic gestures [7]. Even simple beat gestures
accompanying the speech signal seem to have avpgosit
effect on memory processes [10]. Still, the linkween
motor synchronization and text comprehension hds ng
been examined so far.

In this study, we tested 64 participants on a coetbi
sensorimotor synchronization task (finger tappifg)
and memory task (i.e., the text-change paradighp; If6
the tapping task, participants were asked to tagir th
index finger in synchrony with a metronome (101 806
ms) followed by a speech stimulus (in German). The
stimulus consisted of two transitive sentences,heac
formed by eight regular occurring iambic feet (htd
between accented vowels = approx. 600 ms). When the
metronome stopped, participants were asked toraomti
the tapping at the pace of the metronome whiledisig
to the speech stimulus. The stimulus was presented
such a way that the tapping continuation either
coincided with the accented syllables of the signal
(congruent condition) or not (incongruent condi}ion
The tapping stopped after the speech stimulus ees b
presented. It was presented again after a shosepand
in most of the cases, the second presentationinedta
text change (i.e., a word has been changed). Panits
had to indicate as quickly as possible if they pimed a
change in the second presentation, as compardueto t
first, and indicate the element which was changed.

[7]

Previous studies [6] have shown that not all change
are perceived equally well; for example, a change
involving semantically close words is typically mor
difficult to detect. We hypothesized that close aptit
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speech comprehension.
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Keywords: alignment, corpus study, dialogue, speech rate Using linear mixed-effects regression we
investigated AR convergence and its relationshifh wi
1. BACKGROUND turn-taking. Firstly, we modelled each speaker’s #sRa

It has long been known that conversational partresrd function of their partner's AR in 'ghe previous turn
Secondly, we modelled the difference between

to align on common ways of talking about the worlat

only in choice of syntactic structures or referrin%].terlocumrs. rates in each turn across_the "?"'Ut“‘e
expressions [4], but also in manner [1]. Alignmént |alogue. Flnall_y, we tested for a relatlonshlpvs_leEn
both of these areas has received considerableeticsr theSdlffeLenc’esAE AR anfd ou(; ntqee;)surﬁ OJ]TI varr]mncth .
attention, however while accounts of the alignmeit PEAKErS was found 1o e higher when their
representations have considered the Iinguistﬂf’"rtner had spoken faster in the previous tpra (001),

mechanisms responsible (for example theeractive suggesting IQC‘."‘I priming of rate. This repeated,
Alignment accounf4]), theories of the alignment of reciprocal, priming appeared to lead to convergence

performative aspects of conversation, such as hpe th the_absolute difference betvx_/een mterloc_:utoa:ses
rate, have largely tended to limit their scope tgecreasing 'throughout the duration of the d|§1lo@ne
motivational  explanations  (most  notably in.05). No evidence was found of a relationship betwe
Accommodation Theofg]). the extent of convergence _of rate and the amount of

One exception to this trend has been Wilson %aljarllge n Tl
Wilson's [6] oscillator model of turn-taking. In der to p=.12).

explain high coordination in turn-taking they prepo I.rlll atbsencedofl support for th'ts mpt;rt;;xat cl_al?wluitt_
that endogenous oscillators in the brains sciilator -model we - sugges a € Interaclive

conversational partners, representing their readirte alignment account may extend beyomtiat is said, to

speak, have their frequencies determined by edwdr’'st how it Is sajd. Specifically, we propose an account
speech rate. As these oscillators become entraeed where the allgnmgnt of rate comes as a consequince
partners align on speech rate) this coordinatiayulsh the use of production systems during compreher{éﬂon
result in more seamless turn-taking. A crucial tseh Finally, our analy§e_s provide a d'emonstran.on @ th
of this model is therefore that as interlocutorates _streng_th .Of s_oph|st|gated modelling te_ch_mques: for
converge, the amount of variance in their turnsivaés m_vestlgatlng fine-grained aspects of timing within
(TI) should decrease. We investigate this by ﬁrglalogue.

establishing that speakers in dialogue convergeatm 3. REFERENCES

through local priming [3], and then testing if irasing

convergence reduces variance in interlocutors’ TI. ~ [11  Anderson, A, Bader, M., Bard, E. G., Boyle, E., Dojier
G. M., et al. (1991). The HCRC Map Task Corpluang.
Speech34:351-366.

2. ANALYSES AND DISCUSSION [2] Giles, H., Coupland, J., and Coupland, N. (19€bntexts

We established the articulation rate (AR) in 20,974 ggciolﬁ]zcﬁgi?sgg%)g‘riidge%i‘ﬁ'gtr)%eenvbs\(or;nNY applied

conversational turns from the Map Task Corpus §%], 3] Jungers, M. and Hupp, J. (2009), épeech prm’“ng:

well as the Tl for each. As a measure of the amofint Evidence for rate persistence in unscripted speeuiy.

variance in Tl we mean-centered, and then took the Cogn. Process24:611-624.

absolute value of, each turn-interval. With thi$l Pickering, M. J. and Garrod, S. (2004). Toward a

manipulation, the mean should tend towards zero as ;"ﬁiggﬂ'lsgg psychology of dialogugehav. Brain Sci.

variance decreases. [5] Pickering, M. J. and Garrod, S. (2007). Do peogie u

language production to make predictions during
comprehension?rends Cogn. S¢i11:105-110.

[6] Wilson, M. and Wilson, T. P. (2005). An oscillatoodel
of the timing of turn-takingPsychon. Bull. Rey12:957—
968.
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3. RESULTS

1. INTRODUCTION The obtained results were transformed into grajphiseo
The interest to the temporal organization of spéectot texts with a reference line at the origin at 1.@isa.
fading. It plays a major role in the shaping of esge Similarly, the relative values of FO were obtaineith
rhythm. Any distortion of temporal structure leaids respect to the mode value of FO for both speakiédts.
disruption of speech and its comprehension. Tenpo&Peech rate was measured as the average durateon of
boundaries occurring at “wrong places” or odd doret  Syllable in ms.
of certain segments of speech chain may cause
noticeable spe(gch disfluenciez. ’ 4. DISCUSSION

Brigitte Keller et al [2] made an attempt to impeothe | € analysis of graphs showed that the lengtheaing
synthetic speech quality. They identified a duralo syllaples is assoc_:lated prlma_rlly with the relative
anticorrelation component that manifested itselfhini Prominence of particular words in the speech flohe
500 ms, i.e. one or two syllables. They found ihat data Iead_tq believe that.the speakers masterlyrqmn
syllable tended to be short, the following syllaleuld  €ven negligible changes in relative syllable doratio
be longer. The anticorrelation was .234, and thaticed '€Nd @ word an extra emphasis.

positive perceptual effects. In the present study v&tressed words are regularly signalled by above-the
attempted to show that the picture is a bit morgverage values of syllable relative durations. Flees
sophisticated. of relative durations make up consecutive seriasahe
characterized by an increasing length of syllabléese
2. METHOD series seem to be closely associated with syntaitpns,
In the present study we used speech material peodudacilitating the identification of their boundarie$he
by two native speakers of English, professionajdists. findings strongly indicate that the syntagm is neairby
They delivered three lecturettes on new words usage gradual slow-down of tempo, followed by other
The speakers were the authors of the texts whiagie weequences.
read in_an informal manner. Initially the recordingere |, comparison with the melodic configuration of an
transcribed and phonetically marked up. Then thgerance, temporal pattern proves to better reftsc
recordings were segmented manually into words a@_gmantic structure. If the melody curve is highly

measured using audio feedback and spectrograms Withredictable and idiosyncratic, the temporal patte
the help of PRAAT program. If a sound stretch didnisoks more rigid and prescribed.

lend itself to accurate segmentation it was takeore _ _ o
unit. The suggested method makes it possible to pinploant

_ _ boundaries of syntagms more accurately and allows f
The duration of segments was calculated in ms witthog, malization of this procedure. There is no siigaifit

pauses and false starts. The average duration of§rejation between the distribution of syllabléative
syllable was worked out as the mean proportionalfe , ations and FO pattern.

entire lecturette which approached the modal value.
After that the average syllable duration was fotod 5. REFERENCES
every word on the basis of its standard transompti

. [1I]] Nolan, F. 2006. IntonatioriThe Handbook of English
Syllable absolute durations were then expressed i Linguistics, (ed. Aarts and McMahon), Hardcastle,
relative values as to the total mean duration (némtea Blackwell Publishing Ltd, 433-457.
particular speaker. [2] Keller, B. 2002. Revisiting the Status of Speech Rimyth
Speech Prosody 2002Aix-en-Provence, April 11-13,
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1. INTRODUCTION

3. EXPERIMENTAL EVIDENCE

Twenty-four pairs of speakers described simple &ven
Listeners are remarkably good at predicting whemn tlfe.g., a nun following a doctor). They either progd a
current speaker’s turn is going to end. De Ruiteale full sentence or stopped at the verb (ethe nun

[1] suggested that this ability could explain wimger-
turn intervals are mostly very short.

There is indeed evidence that
representations are  implicated in

follows...), and let their partner continue.

The length of the completion varied (short vs. fong
predictive.g., the doctorvs. the doctor with the cane and the
languageasg. Participants who overlapped with their partner o

comprehension. Pickering and Garrod [4] proposatl thmore than 10% of the trials were discarded (N=11).

predictions are computedia forward models in the
listener’s production system.

Speakers took longer from speech onset to verb
offset when they were planning longer completions

We extend their proposal and describe a set @bng: 1006ms, short: 961msp=38ms, SE=17ms,
mechanisms that could underlie the timely coordimat t=2.28). Importantly, they also took longer wherith

of utterances in conversations [2].

partner was planning a longer completion (long:

1091ms, short: 1054ms), albeit only marginally so

2. THE MODEL

(B=29ms, SE=17ms, t=1.72). We argue they are

The core assumption of our account is that seﬁsensitive to the fact that their partner needs rtiore to

generated and other-generated utterances
represented in a similar format in the productigstem
of a language user. In particular, forward modets a
computed for both types of utterances.

fpamulate a longer completion.

4. SUMMARY

We propose that timely coordination of the utteesnef

These are representations of aspects of the conteifo speakers is based on the computation of timing
and timing, of the utterances, and are ready befwe predictions that guide the formulation and artitiola
utterances are actually formulated. For this reawy of utterances.

can be used to guide the process of utterance

formulation. By taking such predictions into acchun

speakers can coordinate both subsequent fragméntsg;p

their own utterance and their own and another’s
utterances [2].

Here, we focus on timing predictions. These aré
estimates of the time it takes to complete theoveri
stages of formulation (syntactic encoding, lexicah)
retrieval, phonological encoding) and, ultimatelp,
initiate articulation. Speakers are sensitive tmirip
estimates and use them to fine-tune the produaifon [4]
their own utterances (e.g., [3])

We propose that interlocutors make use of these
estimates to coordinate with each other; in padiguo
decide when to stop speaking (if they anticipate an
interruption) and when to start speaking (if they
anticipate their partner’s turn is close to an end)
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Keywords: Wiliams Syndrome, stress patterns, EEG, domain-

general, rhythm Figure 1: Time-frequency representations (left) and topogi@ph

plots (right, at 120ms) of grand average normalingiliced beta

band power in the two experimental conditions. &Etetes
1. INTRODUCTION belonging to the cluster are marked with *, and tinee and

frequency of the cluster is delimited with the ldadmox. The
Williams Syndrome (WS) is a rare, neurodevelopimenta same scale applies to all of the plots.

genetic disorder associated with a unique behaviora

phenotype including cognitive impairment, Word rhythm congruous
hypersociability, and musicality. Though verbal lIski s E T

are typically superior to nonverbal skills, eadynfuage ‘ 122 g
learning is delayed and there is evidence for aglpi 2 o =
prosody. The aim of the present study was to determ 15 1o ¥

if musical rhythmic context could influence prodegs =

of words in individuals with and without WS. voooH w0 Sm B

120ms

Word rhythm incongruous

I Jj I

2. METHOD

Sixteen young adults with WS (2#8.8 years, 6
females, 1Q: 72415.5) participated in this experiment.
EEG was recorded while participants listened to
sequences of instrumental tones interspersed with
trochaic words (strong-weak stress pattern). Tlgehrh
of the preceding tones was either congruous (Itragts
or incongruous (short-long) with the trochaic words
Participants performed a timbre detection task lom t 4. DISCUSSION
instrumental tones and thus were not attendingcitijre
to the words.

Time-frequency analyses of EEG data were carri

Ny N
(=] o

-
o\

Frequency (Hz)

d

0 200 400 600 800
Time (ms)

These results show that musical rhythm expectations
influence early implicit processing of spoken woids

out on single trials time-locked to the onsets loé t S, and are consistent with domain-general rhythm

words, and averaged together, using the Fieldtr{)éocessmg mechanisms predicted by Dynamic attgndin

toolbox. Cluster-based randomizations were caroi e‘?%gze}findin s coincide with recent results showin
to identify significant differences in scalp topaghy of ngs o ; lowing
LS . beta band activity in mediating metrical expectagiin
the resulting time-frequency representations. . : L
instrumental and sung music [1], and that lingaisti

3. RESULTS rhythmic context influences perception of stresisepas
o in spoken words [3]. Comparisons with typically
Preliminary results reveal a cluster of electrofsster geyeloping participants are underway and will be
p=0.062) showing a burst of increased induced beigesented along with behavioral assessments of
power (13-20 Hz) between 64 and 196 ms post-worghythmic abilities in both groups.
onset for word rhythm congruousss. word rhythm
incongruous 5. REFERENCES
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1. INTRODUCTION

. : : . 3. RESULTS

Auditory working memory is often conceived of as a

unitary capacity: working memory for different typef Rhythm stimuli compared to verbal stimuli activated
auditory materials (syllables, pitches, rhythmspien basal ganglia, supplementary motor area, and anteri
thought to rely on similar neural mechanisms. Thestm insula during stimulus presentation (and a subget o
influential model of auditory working memory isthese areas during discrimination). Verbal stimuli
Baddeley's phonological loop model [1]. This moikel compared to rhythm stimuli activated bilateral o
largely developed on the basis of studies that usertices (and these areas plus parietal cortexupeis,
linguistic and verbal material, but perhaps coudomnt and middle frontal gyri during discrimination). the

for auditory working memory of other material, suah basal ganglia, there was a significant interaction
rhythm. between the rhythmic/verbal factor and the chumniead/

Verbal working memory studies indicate tha€hunked factor: Beat-based rhythms activated tisalba
‘chunking' is a spontaneous behaviour that benefi@nglia more than nonbeat-based rhythms, but verbal
working memory performance [2]. For examp|e('3hunked and not chunked conditions did not show any
verbally recounted digit strings (such as thosdifference in basal ganglia activity.
reproduced in digit span tasks) are often group&ul 3
or 4 numbers at a time, even when no grouping ef th
numbers is present during encodgfng.IO F?erhaps 4. DISCUSSION
analogously, temporal sequences with a regular bejerall, there was much overlap between rhythm and
structure (such as in music) are more accuratefgrbal working memory networks. However, the
reproduced than irregular sequences. It is postiiteie significant interaction in the basal ganglia suggékat
beat-based structure enables encoding of rhythmieat perception is not a case of chunking. Thigesis
patterns in chunks, and that the same mechanisgsdissociation between beat processing and grouping
underlying chunking in verbal working memory are atechanisms that warrants further exploration.
work in memory for beat-based rhythms. The current
fMRI study examines this possibility, measuringibra 5. REFERENCES
responses to chunked and unchunked verbal sequenges  pgagdeley, AD., & Hitch, G. (1974). Working memoty.
compare to beat-based and nonbeat-based rhythmic G.H. Bower (Ed.), The psychology of learning and
sequences. motivation: Advances in research and theory (Volpg.

47-89). New York: Academic Press.
[2] Henson R.N., Burgess N., Frith C.D. (2000). Recoding,
storage, rehearsal and grouping in verbal shom-ter
2. METHOD memgry: an fMRI study.\leu?ops?/ck?ologia:BS:426-40.

During fMRI scanning, participants performed rhytbm

and verbal auditory discrimination tasks. Eachl tria

consisted of stimulus presentation, a variable tleng

delay, then a second stimulus presentation that

participants judged to be same or different. In the

rhythm condition, sequences were constructed from a

single letter, repeated with rhythmic timing. Pagants

judged whether the rhythm changed. Verbal sequences

were constructed from multiple letters, presented

serially, and participants judged whether the orader

letters changed. In each condition the stimuli were

presented as chunks (beat-based rhythms of 2 or 3

musical bars for the rhythmic condition, groupinf o

letters into two 2- or 4-unit chunks for the verbal

condition) or not chunked (nonbeat-based rhythms, o

irregular temporal grouping of letters for the \arb

condition). Comparisons between encoding,

22



Going the distance: Effects of distal and globalrning on word segmentation
Christopher C. Heffnéf: Laura C. Dilley"*% J. Devin McAule§/

Department of Linguistics and Germanic, SlavicaAsand African Languages, Michigan State UniyetsiBA:
“Department of Psychology, Michigan State Univerti§A; Department of Communicative Sciences and
Disorders, Michigan State University, USA
heffner3@msu.edu

Keywords: speech rate, word segmentation, prosody, corfftentise The task for participants was to transcribe semenc
phonetics fragments. Their transcriptions of certain acouwadie
ambiguous sentence fragments were used to deteamine
1. INTRODUCTION “critical word report rate”, which represented hoften

It is well-recognized that there are few invariaobustic Participants reported hearing a function word (ahds,

cues that signal where word boundaries are locaedPerceived a word boundary) within an acoustically-
casual speech. Listeners instead combine a vaofety@MPIguOUS region of a sentence fragment.
cues to segment speech [2]. 'It was recgntly 'fd'had 3. RESULTS
acoustic cues referred to as distal prosodic cuisiqgd
and pitch cues temporally removed from a possildedw In line with previous studies, distal speech ratasw
boundary within a sentence—also affect worfbund to affect word boundary placement, with slowe
segmentation [1]. distal speech rates leading to a lower criticaldw@port

The present work investigated a possible role faate. In addition, global speech rate modulateddwo
timing cues that were located further than a sestenboundary placement, with relatively fast global teoits
away from a word boundary ambiguity (i.e., globafe.g., 1.2v) leading to higher critical word repoates
prosodic cues). Evidence for a potential effeaglobal than relatively slow global contexts (e.g., 1.6v)his
prosodic cues comes from multiple sources; fovas true both for the 1.4 distal rate shared by all
example, global timing context can affect perceptid conditions F(2,52) = 3.38p = 0.042) and for the distal
the timing of pure tones [3]. rates shared between the 1.2v and 1.4v global xtonte

conditions F(1,28) =5.47p = 0.027).
2. METHOD

We built on recent studies that have used sentence 4. DISCUSSION
fragments containing acoustically ambiguous cudbé¢o The results here echo studies of non-linguisticuatio
existence of a word boundary before a possibletibmc processing [3] in finding effects of global timingn
word [1]. An example of such a fragmentJshn said word boundary placement. These findings have
he would obey a rebelvhere an acoustically reducedconsequences for many theories of word segmentation
realization of the critical word is capable of blending (e.g., [2]), which cannot presently accommodate the
phonetically with the previous content wardey effects of temporally-removed prosodic informatiom

In the present experiment, participants were assignword segmentation.
to one of four global timing conditions. A single

invariant rate condition (the 1.4i condition) sehas a 5. REFERENCES
baseline; in this condition, participants were esqubto [1) Dilley, L. C., & Pitt, M. A. (2010). Altering contéxspeech
sentence fragments with a “distal duration mukigliof rate can cause words to appear or disapfeEyrchological
1.4, with duration 1.4 times the originally recaﬂde[z] fﬂ‘;tetnsce' 52»11564'\/1\/%% L. & Melhom, 3. F. (2005)
dura_tt|_on. In each of three variable rate Condﬂlon_ Integra{tion of' muItipIé sbeech segméntation cues: A
participants heard sentence fragments played &t fiv hierarchical ~framework. Journal of Experimental
different distal speech rates. For these threebiar Psychology: General, 13477-500.
rate conditions, the mean distal duration multiplias [3] McAuley, J. D., & Miller, N. S. (2007). Picking uthe
1.4, 1.2, or 1.6 times the duration of the origis@bken pace: Effects of global temporal context on sevigtito

. . the tempo of auditory sequence®erception and
fragment. That is, the sentence fragment duratias, Psychophysics, 6709-718.

on average, the same as (1.4v condition), fastn th
(1.2v condition), or slower than (1.6v conditiorf)et
speech rate of the baseline condition, respectively
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frequency modulation; dynamic attending Figure 1: Phase locking values for 3-Hz FM (left) and AM

(right) stimuli (a.u.). The middle panel shows ad-AM ratio;
negative values indicate higher phase locking fod Bnd

1. INTRODUCTION positive values indicate higher phase locking fot.A
Speech and music are characterized by slow dekad(1 'S i T T
Hz) and theta (3 — 8 Hz) fluctuations in the freagme ' '\, | :

t’f Iy

and amplitude domains. It has been suggested ty, e.
dynamic attending theory [1] that listeners rely on

Frequency (Hz)

|“’:A‘ | |..‘1 ’

frequency (spectral) and amplitude (temporal) o T L e TR
modulations to facilitate perception. The currenidy Figure 2: Power for 3-Hz FM (left) and AM (right) stimuli
examined oscillatory brain responses to frequeaoyt (proportional change from baseline). The middlegbahows an
amplitude-modulated sounds that potentially underli FM-AM ratio; negative values indicate higher povier FM and
facilitated auditory perception. positive values indicate higher power for AM.

FM FM-AMratio  AM
i

\ w"r W I+oA4
[\l 40 " 0\“
I,

2. METHOD

Four participants passively listened to complexeton
that were frequency modulated (FM) or amplitude
modulated (AM) at a rate of 3 Hz while the
electroencephalogram (EEG) was recorded. Listeners
completed one FM session and one AM session; the 4. DISCUSSION

order 3f sessions was cquntergaicanced: Ph?se tpckf) oy ongoing brain oscillations entrain to both i
[2] and power were estimated from time-frequencyy stimuli at the stimulus frequency and to FM aiiin
representations of the single-trial EEG signal. Ifsia 4t the first harmonic frequency. This offers neveraves
focused on oscillatory brain activity at the stmsil o o,qving the brain's excitation—inhibition cgcin
frequency (3 Hz) and the first and second harmoftics simple auditory experiments. Although ~ alpha
Hz and 9 Hz). enhancement is typically associated with inhibitory
functions [3], alpha power increased during neural
3. RESULTS . ' " : .

o _ entrainment to both stimulus types relative to lbiase
For both FM and AM stimuli, phase locking wasmore so for AM stimuli. Further analyses will prothe
observed at the stimulus frequency (3 Hz), consisteelation between alpha power enhancement and
with neural entrainment to stimuli characterized bgntrainment.
periodic fluctuations in either frequency or amydi¢

Frequency (Hz)

|
Time (s) 9 -008 +0.08 1 Time (s)

(Figure 1). Phase locking was also observed afitste 5. REFERENCES

harm_o_mc of the S“mUlU_S fr(_aquency (6 Hz), bufy; Jones. (2003). Attention and Timing. In J. G. Netiho
specifically for FM stimuli. With respect to power (Ed.), Ecological PsychoacousticéNew York. Academic
(Figure 2), both FM and AM stimuli were associated Press. _ o

with an increase in alpha power (9—10 Hz) relatvea [2 Lachaux, Rodriguez, Martnerie, and Varela. (1999)
. . . . Human Brain Mapping, 8194—-208.

silent pre-stlmul_us t_)aselme. The a!pha_ increass w, Weisz, Hartmann, Miller, Lorenz, & Obleser. (2011).
larger for AM stimuli than for FM stimuli. Moreover Frontiers in Psychology, 2,-15.

for AM stimuli, alpha power increased linearly over
time during stimulation. Alpha power was induced,,i
not phase-locked to the stimulus, as indicated hmse
locking values near zero in the alpha range foh B¢l
and AM stimuli.
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Transmission of timing cues along a chain of indiduals
J. J. Honisch, M. T. Elliott, A. E. Welchman, AWing
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.K teywotr_ds: sensorimotor - synchronisation, - motor _ timing, - cue Figure 1: Group seating formation, creating two chains ofrign
Integration cues: (2,3) and (4,5). Cues originate from (1) amdirtegrated

1. INTRODUCTION by (6).

Often, we time and coordinate our movements asgbart
a group. This can take the form of an ensemble of
musicians or group of dancers, for example. In ghes
scenarios we may be presented with a number ofgimi
cues simultaneously (e.g. in the case of a musical
ensemble), possibly integrating the cues like thafse
multisensory nature [2]. Alternatively, the timiragies
may be passed along a group in the form of a ofeagn 3. RESULTS
seen in some forms of dance, or a team of rowdysl{3
the latter situation, the passing of timing cues be

As predicted, both asynchrony and inter-response
. . . . . interval (IRI) variability increased in movements @es
seq_ue_n_tlal, and henc_:e |_s_potent|ally SUbJ.eCt teeasing progressed down the chain. However, while the
variability, as each individual adds their own m®ois integrator showed a substantial increase in aspnghr

terms of sensory processing and subsequent moiQfiapiliry |RI variability remained at the levesf

action.
. : N Follower 2.
Here, we investigate how the variability of

movements is affected as timing cues are passedFigure 2: Asynchrony variability (left) and IRI variability
sequentially along a chain of people. In additiar (right) of Lead (1), Follower 1 (2,4), Follower 3,5) and
. . . ) Integrator (6).

investigate how timing cues passed along two

independent chains are integrated and synchronised ¢ — * =77 ) Sty

with, when viewed by a single observer. I TS
[ | g s T
E ------ ' ------- CIRCLE E*\"- N l

2. METHOD éw :l I BEFT-S0E ;.,J prassenny L I

S HRGHT-SDE E )

Six participants (3 male, mean age: 37.2 years)oisa L h e B

chairs in the formation shown in Figure 1. Partcifs s, N | ', L

produced oscillatory arm movements from the elbow. SR b sl g

Movements were captured using motion capture

cameras (Oqus, Qualisys Inc, Goteburg) via reflecti 4. DISCUSSION

markers attached to each participant’s left andhtrig .
index finger tip. Our res_ults shoyv that syr)chronlsed movements become
The lead (position 1), listened to an auditor)lpcreasmgly variable as timing cues are passedgato

metronome via headphones (using MatTAP [1]). Al triegham of individuals. Howr(]ever., I apprt]aars the ond
consisted of 30 slow (800 ms) and then 30 fast (gp U0€S Not attempt to synchronise to these resutingy
metronome  intervals, or viceversa. All othefUeS: but instead extracts the underlying intervakée
participants wore ear plugs to eliminate any eﬁbrn\t’)\’"L present a model of cue integration describihts
noise. Positions 2-5 were instructed to synchroaige ~€haviour.

movements to that of the person to their right3Ror 5. REFERENCES
left (4, 5). The integrator (6) was set slightlyvard and '
synchronised their movements to those of both iposit [1] E'“Oktlt MTvg’Vg'tha” AE & Wing AM (2009)J Neurosci
- Meth 117:250-257.
3& 5: Participants rotated through each role dytime 2] Elliott MT, Wing AM & Welchman AE. (2010)Europ J
experiment. Neurosci 31:1828-1835.
[3] Wing AM & Woodburn C. (1995)J Sports Scil3:187—
197.
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Dynamic attending and the perceived duration of auitiory oddballs
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3. RESULTS

L INTRODUCTION Increasing the tempo of the standard sequenceaisede
When an unexpected (oddball) stimulus is presentéike perceived duration of the oddball. Consisteitt &
within a series of otherwise identical auditorywisual dynamic attending account, early oddballs tendebeto
(standard) stimuli, the duration of the oddbalimstius underestimated, while late oddballs tended to be
tends to be overestimated. Explanations of the altldboverestimated. On-time oddballs showed the smallest
effect have proposed that overestimation of thebatld duration distortions. Irregular timed sequences
duration is (a) due to an increase in attentiorth® weakened effects of oddball onset timing on peemkiv
unexpected oddball [1] or (b) conversely, an inttire oddball duration.
consequence of habituation to the repeated star@jrd
The aims of the present study were to test both the 4. DISCUSSION

enha_nced attentio_n and hf:lbituation hypotheses Ia_nd Results showed that standard-sequence tempo and the
consider a dynamic attending account [3,4]. SpEailf, ojative timing of the onset of the oddball affect

we hypzthesizlgd that odldballs that occurdea;]rlieg)th erceived oddball duration. Observed distortions in
expected would receive less attention and theredy B cqived oddball duration are not accounted for by
perceived as shorter than equivalent duration didba,iihar an enhanced attention hypothesis [1] or a

that occur at the expected time, while oddballst thg,pituation hypothesis [2]. Results are most isterst
occur later than expected would receive more attent , .., 5 dynamic attending account [3,4] whereby \ear]

aggbbl? pﬁrcelved as hlonger th%n _equivalent duratigh s receive less attention and late oddbaligive
oddballs that occur at the expected time. more attention, relative to on-time oddballs.

2. METHOD 5. REFERENCES

Two eXperimems varied the _timing Of_ the onset of g1 Tse, P., Intriligator, J., Rivest, J., & Cavnaugh(Z204).
embedded auditory oddball stimulus within an othsew Attention and the subjective expansion of tiferception
isochronous sequence of 8 standard stimuli. Thialser[Z] &PSycdhOﬁhysics, 6&17|1-1189. (2007), The effet

i . ; ; Pariyadath, V., & Eagleman, D. 7). The effet o
pOSItI(;)h Ofdthe IOdfdba”t(q(Tf{nid. t}y a dlfferen(?&'échg predictability on subjective duratioPLoS ONE 2(11):
varied randomly from trial {o tria’ across positsoa, o, 1264 doi:10.1371/journal.pone.0001264.
7, or 8. Listeners’ task was to judge whether tiiation (3] Jones, M. R. (1976). Time, our lost dimension: Taar
of the oddball stimulus was 'shorter' or 'longkart the new theory of perception, attention, and memory.
duration of the standard. In Experiment 1, the saqe Psychological Review, 83(5), 323-355.

Jones, M. R. & Boltz, M. (1989). Dynamic attendinglan

. . . . 4
of standard stimuli established a regular (isocbush [4] responses to tim@sychological Revieve6, 459-491.

rhythm at one of three rates (tempi) and the tinaghthe
onset of the oddball was varied so that it waseeith
‘early’, 'on-time’, or 'late' relative to an exwhgtion of

the isochronous rhythm established by the standard
stimuli. In Experiment 2, the sequence of standard
stimuli were given an irregular rhythm, but the sam
three fixed time intervals that preceded the oon$e¢he
oddball in Experiment 1 were examined.
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3. RESULTS

1. INTRODUCTION .

Participants rated the excerpts as follows, frowelst to
Music and speech can be considered to be relatedhiishest perceived rhythmicity: conversation, didact
communicative modes through their shared capaoity §peech, oratory, poetry. This effect was highly
establish joint attention and social bonds throvgdl- significant overall (F = 266.699, p < 0.0001;
time “relational” processes [1]. Inter-individualGreenhouse-Geisser correction) and between alckpee
entrainment grounded in rhythmic regularity mayée types (p < 0.001; post-hoc Bonferroni tests). Tagpi
key component of these processes: it powerfullyariance also showed a highly significant effect of
channels attention [2] and promotes positive socigheech type, with variances ranging from highest to
attitudes [e.g. 3]. However, if rhythmic regularity |owest as follows: conversation, didactic speech,
indeed important in bolstering communication’s abci oratory, poetry (F = 24.001, p < 0.0001; Greenheuse
efficacy, why is it not perceived in speech to $ane Geisser correction). This effect was also highly
degree as in music? We hypothesise that tempogignificant between all speech types (p < 0.00%f-poc
regularity in speech is function-dependent; thqssesh Bonferroni tests).
registers which foreground relational processess— a
opposed to information exchange — are perceived as 4. DISCUSSION

more rhythmic and induce entrainment to a greatefs rejatively low tapping variance and relativeigh
extent. This hypothesis was tested with a focus Qfthmicity ratings for oratory imply that it is gerally
persuasive oratory. Orators have a strong motivao ¢ rhythmic than both everyday speech and diclacti
foreground relational processes, since to achibedr t speech. We suggest that this rhythmicity promotes
goal they must capture listeners’ attention andefos yo|aiional processes, the outcomes of which further

positive attitudes to the same extent as, or t@an oratory’s persuasive aim: that is, bouts of rhythmi
greater extent than, simply transmitting informatio regularity allow listeners to entrain to the speeahd
2 STIMULI AND METHOD this entrainment not on_ly focuses listeners' aitb@nibut
also promotes positive judgements of the speakeith
16 speech excerpts of 19s were used (see Table 1). of which may serve to increase the speaker's
persuasiveness. However, it is unclear whethehrhigt
Table 1: Stimulus information regularity actually serves these functions duripgegh

perception. A study designed to investigate thisstjon

uantity and type Comments ; . X e
Q / U is currently being carried out, and preliminary ules
4 x conversational Generally agreed to lack will be reported at the workshop.
monologues periodicity.
4 x didactic speech Relies on capturing 5. REFERENCES
(lectures) attention, but doesn't [1] Cross, |. 2011. Music and Biocultural Evolutiom M.
necessarily aim to induce Clayton, T. Herbert, R. Middleton (EdsThe Cultural
favourable judgements of Study of Musi¢2™ edition) (London: Routledge)
the speaker — hypothesised [2] Barnes, R., Jones, M.R. 2000. Expectancy, Atentand
“halfway point” between . Eme.C'c\)/lg‘r;ltlvg.Psych\(])IEgzgrzlégg4-l3lll. 1 theming.
conversation and oratory. [3] Hove, M.J., Risen, J.L. 2009. lts all in thening:
2 - Conditi fi interpersonal synchrony increases affiliatiorsocial
X persuasive oratory Condition of interest. Cognition27(6), 949-961.
4 x metrical poetry Maximally rhythmic speech.

Each stimulus was played 3 times. While listenithg,

22 participants were asked to tap along to “actemts
“stressed syllables” using a MIDI pad. Participantye

also asked to rate each excerpt for “rhythmicitfgeiaits

final playing.
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1. INTRODUCTION

Exposed to dynamic changes in the environment we
need to trace the temporal structure of auditogx{(ho
other) events to detect and adapt to these chavjee

the duration of an event (i.e. sound) is conside®@n
inherent property, the regularity and order of pered
acoustic events define contextually extracted,
statistically sampled temporal relations among &sen
(Schwartze et al., 2011; 2012). These relationstdore
the backbone of prediction in audition determinbuih
“when” an event is likely occurring (regularity) cn
“what” type of event can be expected at a givemipioi
time (order). In line with these assumptions, Isgrd a
novel cortico-subcortical neurofunctional model of
temporal processing in audition that involves the
division of labor between the cerebellum and thsaba
ganglia in the predictive tracing of acoustic eggiitotz

et al., 2009; Kotz & Schwartze, 2010). Specificatlye
cerebellum and its associated thalamo-cortical ostw
appear to play a role in pre-attentive encodingwafnt-
based temporal structure, while the attention-ddgen
basal ganglia-thalamo-frontal system is involvedha
reanalysis and the re-sequencing of incongruent or
unexpected temporal structure of a stimulus. | will
discuss recent electrophysiological and fMRI data
consistent with the proposed model and will britigese
data to speech perception and comprehension ithieal
and patient populations (e.g. Kotz & Schwartze,1201
Stahl et al., 2011).

2. REFERENCES

[1] Kotz, S.A., Schwartze, M. Schmidt-Kassow, M 200lon-
motor basal ganglia functions: A review and propdsaa
neurofunctional model of sensory predictabilityaunditory
language perceptioortex,45(8), 982-990.

[2] Kotz, S.A., Schwartze, M. 2010. Cortical speech
processing unplugged: A timely subcortico-cortical
framework.Trends in Cognitive Scienck4(9, 392-399.

[3] Kotz, S.A., Schwartze, M. 2011. Differentialput of the
supplementary motor area to a dedicated temporal
processing network: Functional and clinical impticas.

Frontiers in Integrative Neuroscience, 5,
86,d0i:10.3389/fnint.2011.00086.
[4] Schwartze, M., Rothermich, K., Schmidt-Kassow,., M

Kotz, S.A. 2011. Temporal regularity on pre-atteatand
attentive processing of deviancBiological Psychology,
87 (1),146-151.

[5] Schwartze, M., Tavano, A., Schroger, E., KEzA. 2012.
Temporal aspects of prediction in audition: Cortiead
subcortial neural mechanismiternational Journal of
Psychophysiology83(2), 200-207.

[6] Stahl, B., Kotz, S.A., Henseler, I., Turner, RGeyer, S.
2011. Rhythm in disguisaVhy singing may not hold the
key to recovery from aphasi@rain, 134,3083-3093
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1. INTRODUCTION

3.  RESULTS

Experiment 1 shows longer fixation durations on
Prosody is manifested in the rhythm, intonationd arsentences that include violation of morpho-syntacti

stress of speech and serves an important rol@guége agreement

compared to grammatical sentences.

comprehension. It has been shown to facilitate dpeeHowever, this mismatching effect occurs only when
comprehension because it conveys pragmatic, symtactaders apply their natural reading rhythm; theaffs

and even lexical information. Furthermore, it haeib eliminated when monotonous grouped

rhythm is

argued that because prosodic structure correspandsapplied. Experiment 2 shows late semantic mismatch
sentence structure it helps to organize and mainta@ffect when natural rhythm patterns are applied thisi
information in working memory while the sentence igffect is further delayed when monotonous grouped

processed [1].
Like listeners, readers must be able to integrate
information across several units to achieve seasibl

rhythm is applied.

4. DISCUSSION

interpretation of the sentence as a whole, thezelty g rogyits show that when monotonous grouped myth

must maintain information in working memory. Here
we ask whether prosody facilitates

; .“is applied by readers, syntactic integration isuited
Integrativg 4’ semantic integration is delayed. These findargs

processing during reading as it does in spokeru@ge? .qnsistent with our hypothesis that coherent readin

Unlike in speech comprehension, in reading, prosisdyprosody and

not part of the input. Yet, previous research shtvas
readers apply coherent prosodic rhythms that qoores
to the structure of the sentence [4]. Moreoveseitms
that implicit prosody applied in silent reading eafts
syntactic processing [3]. This study tested theokiygsis
that disrupting the correspondence between proso
rhythm and sentence structure disrupts integratiyg,
processing in reading. We test this hypothesiswia t
experiments: the first examines syntactic integratthe
second examines semantic integration.

2. METHOD

In both Experiments participants read aloud sewetend?]
and their Eye-Movements (EM) were recorded. Hadf th
sentences in Experiment 1 included violations of
morpho-syntactic agreement (e.the boys ea)sand [3]
half the sentences in Experiment 2 included sercalhti
incongruent words (e.gthe tables eat Previous EM 4
studies show prolonged gaze-durations when reaszl]s
encounter grammatical or semantic anomalies ofethes
types [2]. This mismatching effect is assumed to be
indicative of integrative processes. Finally, inttbo
experiments participants were instructed to appbirt
natural reading rhythm to half of the sentences and
monotonous rhythm based on grouping every 3
successive words in the other half.

(1]

29

in particular prosodic rhythm that

corresponds to the structure of the sentence mviad
integrative processing during reading. The proptsat
natural
processing of the sentence because it conveys the
tructure of the sentence and helps maintainimng tihe
%ﬁonological loop in working memory is discussed in

prosodic rhythm facilitates incremental

w of the results.

5. REFERENCES
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1. INTRODUCTION

I will explore the idea that certain classes ofthinys tap 4]
into brain dynamics at an appropriate time scaleatgse

the nervous system to resonate to rhythmic pattérngi1o]
will begin by reviewing behavioral studies thatadsish

the role of rhythm in perceiving, attending to, and
coordinating with rhythmic auditory stimuli [e.d., 2]. | [11]
will then review neurophysiological and neuroimagin
results from my lab and others, showing that caltic
rhythms entrain to temporally structured acoustioals [12]
[3], and entrainment of neuronal oscillations can
function as a mechanism of attentional selectidn 1[4

will discuss the role of cortical oscillations ientporal
expectancy [5], and the importance of subharmonic
resonance [6]. | will cover amplitude and phase
dynamics of cortical oscillations, and the roledefta,
beta and gamma-band processes [7]. This discussion
will include motor cortex involvement [8], cortico-
striatal interactions [9], and possible mechanisohs
auditory-motor interaction [10]. Finally, | will gkch a
model intended to encompass rhythm perception,
rhythmic attending, and rhythmic coordination. The
approach is based on the idea that rhythmic expeies
emerge from neural resonance in sensory and motor
cortices [11]. | will show that this approach madgoa
have something to say about the communication of
emotion in music [12].

2. REFERENCES
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[2] Loehr, J. D., Large, E. W., & Palmer, C. 2011. Terapo
coordination and adaptation to rate change in music
performanceJournal of Experimental Psychology: Human
Perception and Performangg7 (4) 1292-1309.

[3] Lakatos, P., Karmos, G., Mehta, A. D., Ulbert, &,
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1. INTRODUCTION

The perception of musical rhythm is remarkablepaint
because pulse and meter are perceived even inmfgyth
stimuli that do not contain such periodicities. Shi
phenomenon is most striking in syncopated rhythms,
found in many genres of music, including music ofin
Western cultures. In general, syncopated rhythmg ma
have energy at frequencies that do not correspond t
perceived pulse or meter, and perceived metrical
frequencies that are weak or absent in the obgctiv
rhythmic stimulus. Here | propose a model basethen
sketch developed in the first talk, ‘Resonating to
Rhythm.” The hypothesis is that the nonlinear psses
that are observed in auditory physiology give ts¢he
remarkable features in human rhythm perception [1].
However, findings of nonlinear auditory processing
challenge the assumptions of traditional perceptual
models. | argue that the complex perceptual feats
accomplished routinely by the human auditory system
can be explained as the signal processing andripatte
formation behaviors of canonical dynamical systems.
More specifically, this approach models the ausgtitor
system using oscillatory neural networks that rageto
acoustic signals [2]. In this tutorial, | show hdhis
approach can be cast into a mathematical theongusi
the tools of nonlinear dynamical systems. | wilbwsh
how the resulting model predicts certain facts &abou
behavior and neurophysiology [3].

2. REFERENCES
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1. INTRODUCTION

Extensive  psychophysical experimentation
modelling reveal that imperfections in our sensotion
skills require complex monitoring and error corieat tones gives the appearance of perfect error cioreat the tap
processes in order to maintain accuracy when tggppin sequence. Vertical lines are events (taps or toes) numbers
even an isochronous pulse [1]. While on-beat 2" Ume between events (€.g.in ms).
synchronisation with a stimulus has an obvious
requirement for error correction, this is less cladgth
off-beat synchronisation, in which varying degreds
phase lock are possible in order to develop a gteq
relationship with isochronous stimuli. Yet errorn
correction does occur in off-beat synchronisatiang i i i
has similar characteristics to those exhibited rdpon- w = — = w
beat tapping [2].
This study investigates whether error correction
occurs in off-beat synchronisation when the ingions 4. DISCUSSION

given oppose this behaviour, as has previously begRe strategy employed by participants in this study
shown with on-beat tapping [3]. Stimuli werecannot simply be described as error correction.
aniSOChronOUS, with continuous deviations from aﬂowever’ the majority were not maintaining reguiari
underlying pulse. The instruction to maintain aulag of their own tapping (as instructed), but exhilgjtin
pulse required participants to ignore deviatiomsl Bot changes in response based on the stimulus sequence.
perform error correction. The concept of error correction during off-beat
synchronisation needs some further explorationt &s

2. METHOD possible for people to perform in ways that areyver
37 non-musicians were tested in a sensorimotdifferent from on-beat synchronisation.
synchronisation paradigm, in which they listenedato

Figure 1 gives an example of how one of these

strategies, maintaining a regular asynchrony, gihes

appearance of responding to variability in an
and@hisochronic sequence.

Figure 1. Maintaining a regular asynchrony with anisochronic

645 555 645

300 300 300 300
—

sequence of slightly irregular sounds (devised laityi

to [4]) played over headphones and were given thg
instruction not to synchronise with them. It was

explained that they should “aim to tap at a différngme 2
from the tones”, but try to maintain regularity amake

one tap for each tone heard. Each trial lasteda®s, t
and the interonset interval of tones played wds]
determined by one of two strategies employed by the

computer system, either becoming increasingly
isochronous or increasingly anisochronous. [4]
3. RESULTS

Time series analysis, and modelling of individuatad
sets was performed in order to fully assess tha.dat
Superficial analysis suggested that participantsewe
adjusting their tapping in response to irregulesitin the
stimulus (with larger tap intervals following larg®ne
intervals). However, more complex modelling
demonstrated that their behaviour is better expthiny

a variety of different strategies: maintaining gular
pulse, error correction, maintaining a regular
asynchrony, or a form of negative error correction.
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Dialectal typology based on speech rhythm
Adrian Leemann, Volker Dellwo, Marie-José Kollgphian Schmid

Phonetics Laboratory, University of Zurich, Switzed
adrian.leemann@pholab.uzh.ch

Keywords: speech rhythm, Swiss German, rhythm metrics Figure 1 shows the boxplots of varcoV for eachhaf t
eight dialects. The horizontal line in the centérthe
1. INTRODUCTION figure illustrates the overall mean. The boxpldeady

Studies on the segmental features of Swiss GerB@h ( Suggest distinct differences between the dialedsch
dialects bear a long-standing tradition. In ternfs ¢s confirmed by the ANOVA (F(7, 184) = 8.2, p <
Speech rhythm as a parameter for prosodic typo‘]jgy 0001), pOSt-hOC tests corroborate significantalwh.
SG dialects, however, there is a clear lack of Kedge. Taking into consideration also the results of %\ an
In this contribution we examine whether or not S@etrics of consonantal variability, we obtain a
dialects differ in terms of temporal characteristand geolinguistic structuring of speech rhythm of the

whether we can extract acoustic cues that accaunt following order: Alpine-Western dialects demonsirat
these differences. relatively little vocalic and consonantal variatyii

Midland-Eastern dialects show relatively high vaxal
2. METHOD and consonantal variability; North-Western dialeass

) ) well as South-Eastern dialects to a greater oretess
To address this question we recorded 48 speake8s Qfyient fall in between these categories.

different dialect regions (6 speakers per diale@):

M!dland-Western D'ialects Basel (BS) and Bern (BE), 4. DISCUSSION

Midland-Eastern dialects Thurgau (TG) and Zurich

(ZH), 2 A|pine-Western dialects Sensebezirk (SBd anThe current StUdy showed that the variability otalc
Valais (VS), and 2 Alpine-Eastern dialects SchwgZ)( intervals —occupies an important role for the
and Grisons (GR). The following metrics wereliscrimination of dialects — a result that has dsen
calculated: %V,AC, AV, varcoC, varcoV, rPVI-C, found by [2]. The findings further underline, howeey
nPVI-C, and nPVI-V. For each rhythm metric we firsthat rhythmic variability is complex. Rhythm meassir
ran a univariate ANOVA dialect by rhythm measuredo not seem to vary uniformly across different efi¢s.
second, we performed a ttest on Alpine/MidlandVith respect to the model of stress-timed and bigla
dialects and thirdly, we conducted a t-test ofmed languages [3], we cannot detect such cletr-cu

Eastern/Western dialects. categories in the current dialectal data. A sigaifitly
higher nPVI-C for Eastern as opposed to Western
3. RESULTS dialects, for instance, does not necessarily intply

] ] o _same for varcoC. In other words, different rhythm
The results of this study confirm distinct rhythmiGnetrics measure speech rhythm differently.
differences between SG dialects for %V, vocaliad an

consonantal variability. Vocalic_ variability seente 5. REFERENCES
occupy a key role as shown particularly by the Itesaf o
varcoV [1], see Figure 1. [1] Dellwo, V., “Rhythm and Speech Rate: A Variation

Coefficient for deltaC”, in Karnowski, P., Szigeti,(eds.),
Language and language-processirfgrankfurt am Main:

Figure 1: Boxplots of the dialects’ varcoV. Peter Lang, 231241, 2006.
09 [2] Ferragne, E., and Pellegrino, F., “Rhythm in ReadidBrit
| English: Interdialect variability”.Proceedings of the 8th
0.8 International Conference on Spoken Language Proegssi
. Jeju, Korea, 1573-1576, 2004.
0.7 [3] Pike, K. The intonation of American EnglisAnn Arbor:
E . University of Michigan Press, 1945.
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L2 rhythm development by Mandarin Chinese learnersf English
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1. INTRODUCTION

3. RESULTS AND DISCUSSION

Our analyses show that the prosodic properties of

Traditional studies on linguistic rhythm attempteadl
classify languages as ‘syllable-timed’ vs. ‘strégsed’
([1], etc.). Although researchers have failed itd f
evidence for strict isochronicity in speech intésydahe
perceived rhythmic differences that the classiiorat
tries to capture have been explained as emergong fr
distinct phonological and phonetic properties agros
languages, most notably syllable complexity and elow
reduction ([2], etc.).

Prietoet al. [3] examined the potential effects of a
number of structural properties on rhythmic differes
cross-linguistically, and found that although syl
structure does indeed have an effect, it canndy ful
explain the data. In fact, an important source tfa
cross-linguistic differences in speech rhythm dmne t
prosodic properties of accentual lengthening anmdgeh
final lengthening. Therefore, we can conclude that

Rhythm Metrics Scores -V

accentual lengthening and phrase-final lengthenasg,
well as most rhythm metrics, discriminate well beén
proficiency levels; and they show an overall pregien
towards L1 English values. In addtion, the develepim
of the prosodic properties is reflected in L2 rimgth
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range of systemic properties, including at leadialie
complexity, vowel reduction, accentual lengthenamgl
final lengthening, contribute to the characteristigthm
of a language. The question arises how cross-ktigui

1 - L 20 T
Mandarin ~ Mandarin L1 English L1  Mandarin Mandarin L1 English
Learners- Learners - Mandarin Learners - Learners -
low high low high

Subject Group Subject group

These results may contribute to a multisystemic

differences in these properties may affect the istqpn  model of L2 rhythm development, in which the vasgou

of rhythm, and prosody in general, in a seconduang.

systemic properties which contribute to speechhrnyt

In this paper, we present a study of prosodigteract with each other, and their developmenthig

development in L2 English. Using a number of rhythrinter-language is reflected in the L2 rhythm acigjiois
metrics (%V, Varco-V, Varco-C, Pairwise Variabilityprocess.

Indices, cf. [4]) to quantify differences in rhythwe
investigated (1) to what extent rhythm metrics dmel
systemic properties which contribute to speechhryt |4
(accentual lengthening and phrase-final lengthening
here) reflect different levels of L2 proficiencynda(2) [2]
whether the development of these properties igctstl
in L2 rhythm.

2. METHOD Bl
The participants included two groups of L1 Beijing
Mandarin learners of English with different Englishg;
proficiency levels, and monolingual Beijing Mandahari
speakers and native speakers of American English as
control groups (5 per group). They read Mandarin
Chinese or English sentences in which syllablectire
was systematically varied. We analysed duration in
syllables, vocalic/intervocalic intervals, and aueel
and phrase-final syllables.
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Tapping rate affects tempo judgments for some listeers
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11.110,p = .013), but no longer for Melodic Structure (F

(1, 7) = 4.109p = .082).

1. INTRODUCTION

Linkages between rhythm perception and motor

4. DISCUSSION

behavior are well established in both behaviorpjsd Overt sensorimotor engagement (i.e., tapping along)
neuroscientific [2][3][4] studies. [1] found thatrmmber Wwith a musical stimulus can affect its perceiveahye,

of musical parameters affected tempo perception aftl least for some listeners.

We also found that

their effects can broadly be attributed to the amhaf ~percussive stimuli were perceived as moving fatstan
energy implicit in the acoustic signal. If highewéls of their melodic counterparts, as did [1]. The effects
perceived energy lead to a faster tempo perceph tHapping rate and melodic structure were only mahig

self-motion might also contribute to that perceptiOr,

certain tempos, however, with sensitive tappetefiers

more succinctly: the faster one taps, the faseemtbsic showing the effect of melody at a broader range of

will seem to move.

2. METHOD

A within-participants design was used; factors wer@!
tapping Mode (2) x Rhythmic Density (2) x Melodic[z]
Structure (2) x Tempo (6). Density (Dense vs. Spars
was manipulated to contrast surface rate vs. lmat r
and melodic structure was manipulated to probe ti#
effect of pitch motion. Two instances of each stusu
type were presented at six tempo levels: 72, 80180, 4
120, or 133 bpm. Tapping mode (i.e., the rate otJ
participant motion) had two levels: tapping eveeatof

the nominal tactus (E) or every other beat (EO). NS]
melodies were in simple duple time.

Twenty-four participants heard all 48 stimuli twice
and were organized into four blocks, with 24 stinimil
each block in a quasi-random order; presentatioa wa
counterbalanced amongst participants. After hearing
each stimulus and tapping along with it particigant
marked their tempo rating on a tally sheet using a
point scale.

3. RESULTS

A repeated-measures ANOVA found no main effect for
Tapping Mode (F (1, 23) = 3.020= .096), but did find
significant main effects for Tempo (F (2.016, 4886
141.918,p < .001), Rhythmic Density (F (1, 23) =
37.429,p < .001), and Melodic Structure (F (1, 23) =
5.656,p = .026; partial? = .197; Greenhouse-Geisser
correction applied). Two participants did not make
consistent tempo ratings. For the remaining 22
participants, paired sampldgests showed significant
differences (two-tailed) in tapping mode (everytbea
every other beat) for 8 participants, and non-sicgmt
results for 13 participants (4 of whom obtainzat or
near one-tailed significance. Repeated measures
ANOVAs for the “sensitive” subset of tappers now
found (unsurprisingly) a main effect for Tapping &0

(F (1, 7) = 49.657p < .001), as well as for Tempo (F (1,
7) = 49.662p < .001), and Rhythmic Density (F (1, 7) =
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tempos than insensitive tappers.
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3. RESULTS & DISCUSSION

1. INTRODUCTION Results show that control speakers differ signifilya

It has long been established that speakers wittormotcross speech tasks, and that this performaneegsly
speech disorders can present with rhythmic problemgaatched by the disordered speakers, with the eerept
However, quantifications of rhythmic disturbancesdn of the monologue. Task choice is thus an important
been relatively problematic, with early attemptst ncfactor in any type of rhythm investigation. Nonetbé
being generalisable to a wider range of tasks mietrics differentiated disordered from unimpaired
reflecting the perceptual impressions of speech [Mpeakers though, or disordered speakers from ¢heh o
Investigations were taken further with the advefit alespite clear perceptual differences. The phonetic
acoustic rhythm metrics designed for cross-linguistanalysis showed that different underlying defigitmn
research. In particular, the PVI and VarcoV/C averresult in similar rhythm scores, and that othertdes
highlighted as suitable to investigate the rhythmiseyond segment duration might impact on rhythm
properties of disordered speech [2]. perception. Clinical evaluation of speakers thuscseto

Despite the success of the above rhythm metricsgo beyond simple durational measures in order to
differentiating disordered from unimpaired speeoh, capture the rhythmic disturbance experience by the
different disorders from each other, there havenlfe® speaker.
attempts to validate these measures against the

perceptual evaluation of a speaker's rhythmic 4. REFERENCES

'mpa"ment- The only Stu_dy to Co_rrelate_ perceptuﬁ] Henrich, J., Lowit, A., Schalling, E., & Mennen,(2006).
ratings of speech rhythm with acoustic metrics leen Rhythmic Disturbance in Ataxic Dysarthria: A Comparis
by Henrich et al. [1]. However, this study only of Different Measures and Speech TasKsurnal of

i ; ; i ; Medical Speech Language Pathology(4)4291-296.
e e Mool L 30t G509 Gty S i
. ” Abnormalities in the DysarthriasJournal of Speech
assessment of the pattern of impairment. A further Language and Hearing Research(5g 1334-1352.
problem in relation to the clinical applicationadoustic
rhythm metrics is that there is insufficient norimeat
data available, particularly in relation to perfamee
variability across different speaking tasks.
The aim of this talk is to investigate how resufs
rhythmic metrics may vary across a variety of taisks
unimpaired speakers, and whether such performance
variations are also observable in disordered spsake
addition, the acoustic results will be compared to
qualitative, perceptual analyses in order to estalihe
validity of the metrics in highlighting differences
between patterns of impairment.

2. METHOD

The investigation draws on data from two separate
studies. Study 1 investigated 10 speakers withiatax
dysarthria and 10 matched unimpaired speakerssaros
limerick, passage and sentence reading task and a
monologue. Study 2 included three speakers with
hypokinetic and three with ataxic dysarthria, and
matched healthy controls performing a diadochokinet
and a sentence repetition task. A range of current
acoustic rhythm metrics were applied to the data. |
addition, speakers were rated perceptually for rigwvef
rhythmic impairment and their speech was transdribe
for qualitative analysis.
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Keywords: music aptitude, speech, meter, ERP Figure 1: ERPs time-locked to the onset of metrically expecte
words (solid line) and metrically unexpected wofdashed line) are
1. INTRODUCTION presented for the left centro-temporal region irtipipants with low

music aptitude (left panel) and high music aptit¢dight panel). The
Speech meter, the pattern of stressed and unstregsey shaded area represents the 250-650ms latengg.r

syllables, is generally acknowledged to play a liale
language in both infants and adults [3]. While méte
known to be an important aspect of Speech pero‘epti( Low Music Aptitude High Music Aptitude
its neural basis has been largely understudied. T| -4
present study investigates the electrophysiologic
correlates of metrical expectancy in American Esfgli
and the influence of music aptitude on speech met

sensitivity. 0 200 400 600 500 1000

Time(ms)
2. METHOD

ERPs were recorded in 18 participants while theyewe 4. DISCUSSION

listening to 120 sequences of four bisyllabic woflse The results are in line with previous studies that
first three words were either all trochaic or ambic similarly reported increased negativities in resggoto
while Metrical expectancy was manipulated by vagyinmetrically/rhythmically ~incongruous or unexpected
the stress pattern of the last word of each lsthat it words in Dutch [1], French [4] and German [5].
had either the same or different stress patterthas Moreover, this negative ERP effect for metrically
previous four words, while a pseudo-random interdvo Uunexpected fourth words suggests that metricatiyle
interval was used to prevent temporal expectancy WPrd sequences induce expectancies about the stress
successive stressed syllables. Participants weeregl pattern of upcoming words, even when the time-irater
to perform a memory task on each word sequencer pof the successive stressed syllables is irreg&iaally,

to the ERP session, the participants’ music apgitwes Our results suggest that music aptitude enhancsschp
assessed using the Advanced Measures of Mu$igter sensitivity, particularly for the less common

Voltage ()
o

'S

Audiation [2]. iambic stress pattern.
3. RESULTS 5. REFERENCES
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1. INTRODUCTION

Our approach assumes that speech rhythm s
“manifested as the temporal binding of events erHic

and predictable phases of a subordinate cycle fh

this in mind, focus is laid on:

1) properties of the signal that represent basic
periodic events. The vocalic pulse represents #cb
timing coordination of the articulatory system dret
“syllable-sized” level [2].

2) properties of the perceptual system entraining t
abstract meter. The prominent vowel onset expreabges
binding to the abstract subordinate foot cycle a@rr@an.

We use dynamically adaptive oscillators to enttain
the rhythmic properties in 1) and 2).

The approach accommodates concerns that interval
duration analyses are not sufficient to providedernce

for  perceived periodicities  (“syllable-"or"stress-[5] modified by Nerlich [6] by an oscillation deca
timing”). It also acknowledges evidence for hieracal \vhen input pulses are missing, performs best when
metric structures (e.g. metrical trees) to whicle thentraining to fully spontaneous German speech data.

perceptual system resonates at multiple timesc@l®s. The rule based conditions also outperform the rando
above are mostly ignored by the “rhythm metricsgontrol (not shown).

paradigm that focuses on static, interval timinge W
propose to explore the dynamics of pulse timing at
multiple timescales in speech rhythm analysis (als

[31.[4])-

Figure 1: The accuracy of oscillator entrainment to vowelebhssed
input (on the left) and foot based input (on tigat)i Only the oscillator
with the best entrainment performance is shown.
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4. DISCUSSION

An adaptive oscillator developed to model speech

perception is able to entrain to rhythmically relev

2. METHOD speech input. Parameter optimisation by evolutpnar
algorithms and pulse frequency information as asl|

We first semi-automatically extract p-centres ia #ata \ork on extracting periodic structures from thensig

[11.[2], i.e. vowel onsets; the basic pulse of gyflabic ysing acoustic methods [4],[7] is in progress.
oscillator. Secondly, experts annotate rhythmict,fee
5. REFERENCES

representing the slower stress oscillator, whereh ea
prominent vowel is a pulse On, that Ievel_' [1] Cummins, F., Port, R. 1998. Rhythmic constraimtstiess
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periods of the oscillators are adjusted to theviddial
speaker mean within one recording session.

3. RESULTS

As shown in Fig. 1, the McAuley adaptive oscillator

[7]
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1. INTRODUCTION
Tapping has been used extensively in research

investigate synchronizing simple movements with
have

auditory information [2]. Recent studies
demonstrated that movement can contribute to eifier
aspects of auditory perception, such as pulse @xira

to

[3]. We have previously demantrated a _relatlonshlp Figure 1: Example of a trial. The shapes indicate a souneedtl b
between movement and timing perception, Wwhere the possible probe tone locations are labeled.
tapping along to an auditory beat can objectively

improve the ability to detect timing deviations.[Here
we further investigate this relationship by examinthe
relationship between tapping variability (consistgn
and the benefits of tapping with respect to undexding
a tone sequence’s rhythmic structure.

2. METHOD

Each trial consisted of fourteen tones as showkigare
1. In the last group, thé'2 3% and 4" tones were silent.
The four groups were followed by a final probe toime
half of the trials the probe tone was consisterth \thie
pattern (offset = Oms), and in the other half & thals
the probe tone occurred earlier or later than ebgpledn
all trials, participants were instructed to ideptifhether
the probe tone was consistent with the previouspat

In the experiment, participants were presented with

total of 64 trials; eight blocks each containingyhi

trials. Participants were asked to tap along t6 ¢fathe

blocks (movement condition) and asked to not t
during the other half of the blocks (no-moveme
condition).

During movmement blocks, participants tapped on

drum pad using a drumstick for all beats includihg
probe tone. Tapping information (including the tigi

and velocity of each tap) was recorded by the dadnp[l]
blocks,

for analysis. During the no-movement
participants were instructed to remain as stijpassible.

%verall
ensorimotor

3. RESULTS

We calculated the effect of tapping on task pertoroe
by subtracting the proportion of correct resporisdhe
no-movement trials from the proportion of correct
responses in the movement trials. We analyzed ngppi
information by calculating the variance of beatsiln
general, the data showed that tapping variabiligs w
significantly correlated with the effect of tappjnghere
the lower the tapping variability, the higher ttigeet of

tapping.
4. DISCUSSION

This study demonstrates a relationship betweenrigpp
variability and the effect of tapping on performar{ce.,
a relationship between tapping consistency and the
ability to detect perturbations in the timing oetfinal
probe tone). These data suggest that “better” tapme
more able to use movement as a means for keepieg ti
these findings contribute to research on
integration and literature on timing
paerception and action.
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1. INTRODUCTION
The existence of systematic microtiming in groove

variation of less than 15 milliseconds, similattitaing
in The Funky Drummdoreak.

4. DISCUSSION

music is a well-known phenomenon. The eight bamdruThe notion of pulse-coupled oscillators as coritigll
solo by Clyde Stubblefield on James Browrlfie musical beat timing generalises to a conception of
Funky Drummer(1] is typical of groove microtiming, human musical entrainment as involving populatiohs

with the first beat of each bar being longer thandther muytually

pulse-coupled oscillators at graded

beats by a duration of tens of milliseconds [2]isThfrequencies. Periodic stimuli (such as are found in
systematic variation in b'eat length .Wlthln the'lmr music) produce immediate and temporary phase
greater than the variation in bar duration acrbe%‘ght a|ignment of many oscillators, but on|y those close

bars of the drum solo.

2. METHOD

the period of the stimulus remain in phase [3][A].
population of oscillators of similar natural freemeges
recruited by a regular stimulus will remain in phadter

| present a computational model (implemented ithe stimulus ceases, so underpinning the phenomahnon

Max/MSP) of two pulse-coupled oscillatorsThe

retention of beat tempo. Since pulse-coupling caly o

oscillators are modelled on ‘leaky integrate-amd=fi shorten the natural period of an oscillataccelerando

neurons, which fire at a given threshold: inpuuhésg

is possible utilising at least some of the sameufatipn

from the firing of one oscillator raises the cutrenof oscillators; whilerallentandowould correspond to the
potential of the other oscillator, bringing it odwsto its dropping out of some (faster) oscillators and tiexing
threshold in a shorter time. Onsets"{ttes) between of others towards their natural frequen®itardando
beats are considered to be under the control ofwguld involve a definite shift to a (mostly) diffat

different timing mechanism.

The two oscillators have natural periods in théorat
3:4. One oscillator (the ‘overt’ oscillator) repramks the
four beats per bar which are heard in the musi@ Tiy]
other oscillator (the ‘covert’ oscillator) has threeats to [2]
the overt oscillator's four. The covert oscillates
considered to represent an activity of the drumser’
brain which affects the timing of the the musical
peformance but does not find overt expression & thg]
performance.

3. RESULTS [4]

The system of two pulse-coupled oscillators repcedu
the characteristic pattern of long first beat, slsecond
and third beat, and slightly-shortened fourth Heand

in The Funky DrummeiThe input from each oscillator
to the other distorts the other's timing. The cover
oscillator (with natural period 4/3 of the overciigitor)
distorts the timing of the overt oscillator so that
reproduces the characteristic /long-short-shogtsly
shortened/ timing pattern found Tihhe Funky Drummer
break. By experiment, it was found that coupling
strength from overt to covert oscillator needs ® b
approximately double coupling strength from couert
overt oscillator, to achieve the desired microtignin
variation pattern. With natural frequencies set at/3
ratio, the two oscillators entrain within sevetakations
(the exact number depends on their relative phase a
start). Significantly, although the oscillator mbds
slightly noisy with regard to timing, the interamti of
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population of oscillators with longer natural peiso
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Are we losing figural rhythm conceptions as futuremusic teachers?
A study based on J. Bamberger’'s graphic meaningfuiepresentations of rhythm
produced by children and adults
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Keywords: rtiythm, figural, Bamberger, notation, perception Figure 1. Examples of a metric and a figural (grouping) giaph

representation of rhythm 1 (only clapped).

1. INTRODUCTION
4. D

In the 1970s, J. Bamberger found a parallel devetop e =
of figural and metric rhythm understanding in Rhythm (clapped) A AN oso ILSJg

kindergarten and elementary-school students. Metric wvoo oy
rhythm understanding is linked to durations of dsen S
mapped onto an underlying steady beat as in stdndar ON

music notation. People with figural conceptiongchy an association between one’s personal inteedal
additionally account for context by emphasizing kma conception when graphically representing simple
bound figural groups when listening to simple rimyh vihms and one’s evaluation proclivity should bade
Musical training supposedly produces some “Wip€ oUknown to future music teachers. In the presentystud
effect on figural understanding [1]. only half of the pre-service music teachers showed
tolerance also toward meaningful figural drawinds o
2. METHOD children although children demonstrate perfect icetr
Sixty-six undergraduate music education majorompetency when performing from their figural
attending a US university took part in the studpeT drawings [2]. Multiple hearings of rhythm should be
present part of the study tested their evaluatibn fpstered in the school system, and predominantlyicne
children’s meaningful graphic representations afde teachers should be aware of the potentially harmful
rhythms and their own graphic representations effect of enforcing standard music notation on riiu
acoustic rhythm examples. Their drawings werghythm perceivers without mutual understanding. New
classified by two independent raters according tausical rhythm standard tests should be designed fo
Bamberger’s categories. The study examined metdc ainterdisciplinary research.
figural classifications of participants’ drawingsda

potential relationships between future music teeghe 5. REFERENCES
own graphic rhythm conceptions and their ratmg qf; Bamberger, J. 1982. Revisiting children’s drawings of
kindergarten- and elementary-aged students’ meaning simple rhythms: A function for reflection-in-actioin S.
representations of rhythm. Strauss (Ed.)U-shaped behavioral growti91-226. New
York: Academic Press.
[2] Smith, K. C., Cuddy, L. L., Upitis, R. 1994. Figuraica

3. RESULTS metric understanding of rhythnBociety for Research in

Participants showed significantly more metric than Psychology of Music and Music Education 227-135.

figural inclinations in their own graphic concepifo
Yet, the number of participants evaluating in a
predominantly metric way was found not to be
significantly different from the number of evaluego
who also evaluated children’s figural drawings as
meaningful representations of rhythm. Participants’
drawing inclinations were found not to be indepemnde
from their evaluation proclivities. No associationsre
found between participants’ categorizations asieratifigural
drawers and the demographic variables gender, music
education emphasis, or college level. Examplesatfie1(M)
and grouping / figural (F) rhythm conceptions aaaair by
participants are shown in Fig. 1.
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one of the following three categories: (1) Stroyiipble

1. INTRODUCTION followed by weak syllable(s), (2) Weak syllable(s)

The presented study pursues the question whetkeer tbllowed by strong syllable, (3) uniform rhythm. &h
speaking-rate continuum that speakers can prodwgténuli were played from individual desktop compate
contains a rhythm window, i.e. a range of valued #re until the subjects made a decision by clicking o ¢or-
particularly suitable for creating and identifyingresponding icon on the screen. Reaction times were
rhythmic structures. This question arose from thecorded together with the chosen rhythm categories
following observations. In investigating emphatic
expressions in German, Niebuhr and colleagues faund 3. RESULTS AND DISCUSSION

type of ‘emphasis for attention’ whose essentighe resylts of the perception experiment are coitlpat
characteristic is to split up utterances into thew

rates of these utterances revealed a positive labome . : he
between the number of syllables and the speakitey ra uniform rhythm perception. Additionally, the rht

with which they are produced. Given this findinge Wperceptlon 'S less robust, i.e. strong-weak seqsnc

analyzed the Kiel Corpus of Spontaneous Speech apg'e more often perceived to be weak-strong se@senc

found a similar correlation. However, this correlat and vice versa. The reaction times increase S@.".'ﬂy
between the number of syllables in an intonatioragé as well. In contrast, the sequences of physicdbytical

and the speaking rate of this phrase showed upyer élgg] syllables were clearly perceived to be rhythmical
lower thresholds of 7.9 and 3.1 syllisec. The uppdfiform above 8 sylisec and below 3.5 syll/sec.
threshold is not due to biomechanical limitatioms, HOWeVer, for intermediate speaking rates, the idaht
speech production can be much faster on request. Thal syllables formed “subjective rhythms”, i.e. the
lower threshold is well above 2.3 syllisec, whicasthe listeners clicked significantly more often on theak-
upper threshold in the ‘emphasis for attentior®rong or strong-weak icons. The “subjective rhythm
productions. So, speakers can be slower than $@rception was also linked with significantly longe
syll/sec. Against this backdrop, we assumed that tkeaction times. In conclusion, our study suppofts t
speaking rates used in spontaneous (fluent, nde¥xistence of a rhythm window, and speakers comply
emphatic) conversation are limited by the fact tiwt With this window when producing emphatic and non-
produced utterances comply with a rhythm windowemphatic utterances. This compliance underlines the
Outside this window, prominence differences andchenimportant role of speech rhythm in communicative
rhythmic structures become flattened and/or lebssb functions (e.g, the guide function, emphasis) and i
Thus, e.g., the speaking rates of ‘emphasis fenatin’ speech comprehension in general.

do not exceed 3 syll/sec in order to avoid creating

differentiated rhythm.

2. METHOD

We tested our assumption in a perception experiment
based on reiterantbd] syllables that we got from
experiments of Kohler. Three different looped stimu
were used: (1) a sequence of alternating stronghead

[ba] syllables, (2) a sequence of alternating weak and
strong pa] syllables, and (3) a sequence of physically
identical pa] syllables. Weak and strong refer to
prominence relations, with the strong syllablesiigv
longer durations, higher intensity levels, and bigkO
peaks. For each sequence, a speaking-rate continuum
was created by means of PRAAT. The speaking rase wa
changed in equal-sized steps of 0.5 syll/sec from 2
syll/lsec to 10 syll/sec. Sixteen German listeners
participated in the experiment. They were asked to
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1. INTRODUCTION

3. RHYTHM: AN EPIPHENOMENON?

Korean is not alone in lacking the unambiguous

It has generally been assumed that speech hasmhytRrominences which readily license a rhythmic petcep
and our task is to describe and quantify it. Thisyllable prominences prove elusive in for instamte
assumption arises naturally from perceptual impoess Tamil [4] and Mongolian [3]. Where prominences are
which differ between languages and can be ratisedli evident, the analogy with clearly rhythmical pheeoa

in terms of distinct rhythmic templates (e.g. ‘sge Such as music is persuasive, yet it is possible ttiia
timing’ and ‘syllable-timing’). The enterprise ofanalogy is facilitated not by the presence of rhytin
quantifying rhythm was given a boost in the 199¢s Bhe language, but by a chance conspiracy of non-
the development of ‘rhythm metrics’ such as thgwthmic phonetic factors; that is, speech rhythsn i

Pairwise Variability Index (PVI) [6] and %\AC [7]. It

epiphenomenal. We will develop this point by exjplgr

has also been assumed, reasonably enough, thath@w text aligns with music in diverse languages.

achieve quantification we need to focus on timihigis
paper will question both assumptions, citing eviaeof

the interplay of timing with other dimensions[i]
(exemplified by pitch), and speculating that larges
do not have rhythm, though the sensation of rhyteny
arise epiphenomenally from speech in some — bualhot
— languages.

2. RHYTHMISN'T (JUST) TIMING

Conceived within the broad framework of the ‘stresgs]
timed’~‘syllable-timed’ opposition, the PVI was dir
applied by Low [5] not only to timing but also tol3
intensity and vowel dispersion. With hindsight stias

in the belief that the rhythmic percept emergeshin [g]
derived domain of prominence rather than any
individual physical dimension. Low showed that thé’]
greater syllable-timing of Singapore English weadeied
reflected in each of these dimensions. This eadykw
did not, however, attempt to unravel their inteict
We will cite two studies which have.

In [1], Cumming explored the interaction of timing
and pitch, from a low-level effect whereby pitchnca
affect perceived length, to a cross-linguistic eliféince
in the prioritisation of the two dimensions in judgnts
of rhythmicality. The fact that language determities
nature of the interaction underlines the conclugioat
rhythm is a construct. Ultimately, Cumming
demonstrated a method for combining the two fadtors
a unified PVI.

Meanwhile Jeon [2] explored the interaction of Ipitc
and timing in demarcating the Korean accentual gghra
— so called despite the absence of clearly detaivién
prominences in Korean, but potentially the domain o
rhythmic organisation most comparable to the foot.
Findings will be discussed which show that timingl a
pitch may engage in a perceptual trading relatitverw
the task is to detect an accentual phrase boundary,
though the nature of the interaction depends on the
specific question asked.

(2]

(3]
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Selective neuronal entrainment to the beat,
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evoked potentials, beat perception, non-linearrdissa frequencies would stand out specifically in the EEG

1. INTRODUCTION compared to sound spectrum.

Feeling the beat is fundamental to the experierfce o 3. RESULTS

music. This perception usually refers to the spmedas As predicted, the rhythmic stimuli elicited mulgp5S-

ability to extract periodicities from rhythmic stilnthat EPs at the frequencies corresponding to the terhpora

are not strictly periodic in reality. This phenoroenis envelope of the rhythmic patterns. Most importantly

strikingly illustrated in syncopated rhythms, reéer to although the acoustic energy was not necessarily

in music as rhythmic patterns in which the percgivepredominant at beat frequency, the amplitude ofS§e

beat is not systematically concurrent to actualndsu EPs elicited at the frequency of the perceived lbeal

(Large, 2008; Velasco and Large, 2011). Moreoves, t meter was selectively enhanced as compared toShe S

beats are usually perceived within meters (e.gatizw EPs elicited at other frequencies.

which is athree'beat metric structure). . . Figure 1: EEG spectrum (red) and syncopated pattern envelope
How the brain spontaneously builds up internapectrum (black), normalized between 0 and 1. Fregyof the beat

representations of beat and meter while listeniog &t 1.25 Hz is pointed by an arrow. Meter-relatedE®S are also

music remains largely unknown. Recently, we progide'isible in the EEG spectrum at 0.475 Hz and 5 Hz.

direct evidence that listening to simple periodeats

elicits a neuronal entrainment which can be capgtume

the human electroencephalogram (EEG) as a beat-

related steady-state evoked potential (SS-EPs),

appearing at the exact frequency of the beat (Nwizer

et al., 2011).These results corroborate the resonance

-

magnitude

o

theory for beat perception (Large, 2008) which E 2 3 4 5 6
hypothesized that the perception of periodicities i TIBGHENH {12
music emerges from the entrainment of neuronal 4. DISCUSSION

populations resonating at the frequency of the.beat ~ As shown in Figure 1, the frequency correspondimg t
Here, using this novel approach, we investigatatle beat was enhanced in the EEG spectrum, when
whether rhythmic patterns, whose temporal envelopempared to the envelope spectrum of the rhythms.
contained multiple frequencies and which could bRloreover, other frequencies were also enhanced,
assimilated to syncopated rhythms, elicit multipleorresponding to metric structures. This indicatest
simultaneous SS-EPs at corresponding frequencies S8-EPs elicited in the frequency range of musialipo
the EEG spectrum. Most importantly, we aimed tdo not merely reflect the physical structure and
examine (1) how a selective neuronal entrainment mgnagnitude of the sound envelope, but reflect a
emerge spontaneously at one frequency from thesechanism of neuronal selection of beat-relevant
multiple SS-EPs, and (2) whether this selectivao®al representation. Taken together, our findings sughes
entrainment may reflect beat-specific neuronalvéts studying the neural activity related to the perizepbf
underlying the building of a beat representatiorthe musical beats using SS-EPs constitutes a promising
human brain. approach to gain insight on the general mechangms
2. METHOD neuronal entrainment and its possible role in the

The EEG was recorded while nine normal participant%rmat'on of coherent representations of simultaiseo

listened to 5 distinct rhythmic patterns lastings33rhe streams of sensory information.
patterns contained sequences of sounds alternatthg 5. REFERENCES
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For each pattern, the EEG frequency spectrum was 10934 10240,

computed (1V), as well as the spectrum of the rhyth
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1. INTRODUCTION

Rhetpric has long since claimed that_ rhythmiqal and 3. RESULTS

metrical features of language substantially cootelto

persuading, moving, and pleasing an audiencehe behavioral data show that both metered as agell
Similarly, literature largely relies on the presumerhyming verses are perceived as significantly more
aesthetic and affective virtues of rhythm and méteg. rhythmic and aesthetic than non-metered or non-
[1]). A potential explanation for these effectpisvided rhyming verses (all paires (15) > 4; all ps <.001). The
by the cognitive fluency theory [2], which statdmtt TFA revealed a main effect of rhyme in the thetaeha
recurring patterns (i.e. meter) ease the cognitivdth non-rhyming verse eliciting higher activity a
processing of a stimulus and consequently enhascerhyming onesK(1,15) = 5.4, p < .05. In the alpha-band
aesthetic evaluation. Here, we explore the sigamife there was a significant, right lateralized effetinteter

of meter and rhyme on the cognitive and affectivéith non-metered versesliciting higher activity than
processing of poetry by means of event-relatednbrainetered ones (paira(l5) = 2.44, p < .05).

potentials (ERPSs)Participants listened to verses of

German poems that varied in the aforementioned 4. DISCUSSION
factors. We were particularly interested whetherehse The results of the TFA show that both rhyme andemet
of processing would be reflected in time-frequencindependently affect the cognitive processing aétpo

patterns of the EEG. Increased activations for non-metered and non-rhgmi
verses in the alpha and theta bands, respectigelyed

2. METHOD as the behavioral results suggest that meter ayrderh
Participants facilitate cognitive processing of poetry as praubdy

16 right-handed native speakers of German (7 femalBe cognitive fluency theory.
Il right-handed, 125
all right-handed, mean age: 25) 5. REFERENCES

Materials [1] Tsur, R. 2008: Towards a theory of cognitive poetics

A set of German verses was Vvaried a|ong two Sussex Academic Press: Brighton and Portland.

dimensions: meter (metered vs. non-metered) andehy!?! Reber, R. Schwarz, N. & Winkielman, P. 2004.
hvmi hvmi Th 60 Processing fluency and aesthetic pleasure: Is héauhe

(r yrr_n_ng VS. non-r Ym'ng)' ere were Verses per perceiver’'s processing experience? Personality Soaal

condition, resulting in a total set of 240 versad. Psychology Review 8, 364-382.

verses were spoken by a professional actor.

Procedure

Verses were presented in blocks of six per comditio
After each verse participants judged the rhythmiaitd
overall aesthetic value of a verse.

Data Analysis

The behavioral data were each subjected to a mpeat
measures ANOVA. The EEG data were corrected for
artifacts and filtered with a bandpass filter (8(Hz).
The data were then transformed for the time-frequen
analysis (TFA) using a wavelet-transformation. $afea
cluster analyses were performed to determine gdatent
Regions of Interest (ROIs) as well as potentiajdiency
bands of interest for the effects of meter and dayRor
these ROIs and bands (theta (4-8 Hz) and loweraalph
(8-12 Hz), repeated measures ANOVAs were calculated
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4. DISCUSSION

1. INTRODUCTION Thes_e results can be interpreted as _indicating that
pausing behavior represents an optimal trade-off
A model of conversational turn-taking loosely based petween two processes, a short lived turn cycie #se
coupled oscillators has been recently suggested WYilson & Wilson model, and a slower general random
Wilson & Wilson [8]. Beus [1] tested several process which dominates as pause continues. Qistilla
predictions of this model against a database @buld be a way to avoid simultaneous starts witbrtsh
conversational American English. His results predid pauses. As pauses get longer, oscillation will beess
some support for the model, but the support waskweRelp because of deteriorating synchrony, and asahee

due to small (although significant) correlationadaa time it will also be less needed.

lack of predicted phase patterns.

As Wilson & Wilson pointed out, it is important to
gather data on a variety of languages in addition h]
English. We recently began examining pausing ant tu
taking behavior in a Finnish conversational datalj@$
using an analysis similar to that of . Similar to [2]
Benus, our results were inconclusive.

2. METHOD 3]

We use Bayesian nonparametric hazard function
modeling (with the DPpackage in R [2]) to assess trﬂ4]
possible effect of previous rhythms on the ongoing
propensity to start speaking after pause, as veetha
possible maintenance of silent synchronous turresyc
during pause. We also attempt to integrate turmgpk [5]
into our own coupled oscillator model of speechirign
(cf. [3], [4], [5], [6]), which has hitherto lackedn [g]
explicit mechanism for dealing with pausing behavio

. RESULT
3 SULTS 7

Initial results suggest that Finnish speakers’ bighna
during pause is sensitive to previous rhythmidityt not (€]
simply by adjusting an overall rate as implied b t
Wilson & Wilson model. On the one hand there appear
to be at most a single cycle of turn-taking lastiegs
than half a second at the beginning of pause. Guevi
speech rate does not appear to affect the ratdif t
cycle, but does correlate with overall propensitystart
speaking, positively for the same speaker, nedgtioe

the opposite speaker.
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1. INTRODUCTION 4. DISCUSSION

Most humans, with or without training, exhibit ﬁneA|though most humans have a Strong sense of Idﬂldﬂet
synchronization as they clap to a song, hum witln@, underlies their ability to adapt to temporal pesations

or sway to a beat. The fact that even untraingd music, speech, and other auditory events, these
individuals respond with a strong sense of pulse ffdings suggest that some individuals lack thaidrisic
remarkable because these perceived periodicitis® alperiodicity. Temporal adaptation may rely on an
even in response to music that is not periodic [1dntrainment of internal neural oscillations thaptoae
However, there are rare cases of individuals whnmot the sensation of pu|se present in most humanS,
keep a beat [2]. What mechanisms account for thiggardless of specific musical training.

inability? We examine this question in a line ofearch

that examines how nonmusicians and a “beat-deaf” 5. REFERENCES
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music. [2] Phillips-Silver, J., Toiviainen, P., Gosselin, Riché, O.,
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2. METHOD dance but beat deaf: A new form of congenital aeusi

Neuropsychologia, 4961-969.

Following Large, Fink and Kelso [3], we presentedB] Large, EW., Fink, P., & Kelso, S.J. (2002). Trauki

phase and period perturbations in a metronomicustisn Z'é“g'el?a”d complex sequencegsychological Research

to 29 musically untrained adult male participantsow
had to synchronize their taps with the changingt.bea
This control group was matched in age and gendér an
comparable in musical training to that of a presigu
reported beat-deaf individual, Mathieu [2], who
performed the same task.

Participants were presented on each of six tridls w
a metronomic stimulus that first established aulag
500-ms beat period over 12-15 onsets, and theereith
increased or decreased its period or phase relatithe
expected beat onset by 3, 8, or 15% of the baseline
period. Each of these 12 perturbation types (pefiod
phase X increase / decrease X 3, 8, 15%) were
introduced over the course of each trial for 1386ets,
and were separated by a return to the baselinedefi
500 ms. Each trial lasted a total of 306-331 onsaid
the synchronization measures (stimulus onset ntismus
onset) were converted to relative phase values and
averaged across trials.

3. RESULTS

The control group demonstrated significantly faster
adaptation to phase perturbations than to period
perturbations, as reported previously [3]. In castythe
beat-deaf individual failed to adapt quickly to heit
perturbation type. Inspection of the response it
during the baseline period (in the absence of
perturbations) indicated Mathieu’s greater varigpil
compared with the control group. A nonlinear dynzahi
systems model applied to the beat-deaf case imdicat
weaker fits of an intrinsic tapping frequency thatthe
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has overwhelmingly more short vowels than long ones
(about 20 times as many). In the case of consonhats
1. INTRODUCTION quantity contrasts between long vs. short segmanas

] ... about 1:7 in Finnish, 1:14 in Hungarian, and 1:80 i
The occurrence of a phonemic short-long variatoR i T kish.

language would, in theory, enhance rhythmic valiigbi — Aq py| is designed to capture unit-to-unit duragibn

potentially pushing a language towards stress-miny,iapility, it was predicted that the higher fluation in

The extent to which this actually occurs, howewel, i, guration and frequency of quantity distinction
be mediated by the frequency of occurrence of MBIg igypts isochrony and results in higher PVI valires

short segments. If long segments are fairly infeeUor  Einnish than in Hungarian. Since Turkish has theste
the durational difference between short and long.q,ent incidence of long segments it was predicte
segments is very small, it is expected that theceff jh4r it has the most even unitto-unit durational
would be attenuated. variation, that is, the lowest PVI, of the threedaages.
This study is looking at three vowel harmonyy,yever, in the acoustic experiment, it was foulnat t
languages, and attempts to explain the rhythmig,wish a language without phonemic quantity castir
differences with the help of phonotactic and der&l ghows a much larger interquantile range in both
information about each language. The concept {{/pv/|9, and nCPVI% than either Hungarian or Finnish,
rhythmic jitter is introduced and exemplified. both of which exhibit prominent phonemic length
contrast. Apart from a few outlying values, it is
2. METHOD remarkable how compact both Hungarian and Finnish
In order to investigate the duration proportionsbbrt scatters are along both axes.
and long segments in the two Finno-Ugric languages, Following this, the predicted VPVI% values for the
literature search was conducted. The duration ptopo passage were calculated based on the durational dat
information was used to construct predicted nPWies found in the literature and contrasted with theepbsd
for the sentences in the Finnish, Hungarian andi$lr values. The jitter simulation showed that Hungarian
translation of Aesop's fable "The North Wind ane thintroduces about 50-55% jitter, Finnish about 15635
Sun." The predicted nPVI values were then comptredjitter and Turkish (depending on the short-long
observed nPVI values based on the same passage. dinational ratio) anywhere between 25-75% jitter.
difference between the predicted and observed nPVI
values was modelled with jitter (noise) added tergv 4. DISCUSSION

duration value in the predicted PVI formula in 5%t e define phonotactic prominence as the combined
increments. As an example, if in the predicted P\d¢ects of durational and frequency ratio of shamtd
formula the length of one particular vowel was 1t,un long segments in a language then the results ef thi

the first round of jitter_sim_ulation its value wasvalue study show that the more prominent long segmergs ar
between 0.95-1.05 units, in the second betweeri.CLQ-the less rhythmic jitter a language exhibits.

units, etc. For each round of simulation, the prtedi While this in itself is an interesting and somewhat
PVI was recalculated with the jitter-added valuBse ., nterintuitive fact, it is a phonotactic-phonefct as
result of the jitter simulation is the jitter expsed in opposed to a claim about rhythmic typology, i.elam
percentage that puts the predicted values thestldse jhot the existence and the location of relative
the observed values. Finally, an analysis of wiitteeqchrony. This puts pairwise metrics in a differight:
corpora in the three languages (~ 0.5M words /o heing a rhythmicity measuring tool they becoane
language) was carried out to quantify the propordd eyice to quantify the rhythmic jitter added to the
short vs. long segments. predictable differences arising from the duratioaad
frequency profile of a language.

3. RESULTS After quantifying the large-scale differences agryv
The literature search concluded that dependinghen tevel between the three languages the fact thathtiee
position in the word and elicitation methods, théanguages pattern fairly closely comes as a supris
duration of short and long segments was about 72:2.Disregarding what the timing of these languageshzn
1:3 for Finnish vowels, about 1:1.5-1:1.8 for Hunga labeled as, it seems as if they introduce varymgunts
vowels and about 1:2 for Finnish consonants. Réggrd of jitter just so that they can counterbalance the
the frequency of short vs. long segments, for vewebhonotactic differences.
Hungarian and Finnish are about on par with aboeiet
times as many short vowels as long ones and Turkish

Keywords: rhythmic typology, phonotactics
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AC. Turkish and Finnish are kept apart by this roetri
too, with Hungarian sprawling across both.

Along nVPVI% the three languages show great
1. INTRODUCTION overlap with values that place them on par withedix
nguages like Greek, Singapore English and Maday,
?easured in [2]. rCPVI clearly divides the three
. . anguages. Hungarian and Finnish end up as the
ﬁe&gg%sagIZ(st)ha'trhtirs]egtu?j? ﬂr]aerrzl]}:) r:pizllz%pho/inghihgas guages with the smallest pairwise variation rafte

: Estonian, while Turkish exhibits values similar to

most frequently used metrics to three Ianguageé: ;
erman, Welsh and Spanish. The nVPVI% x rCPVI%
NCVPI%, nVPVI%, rCPVI%, %VAC, VarCaC. etric therefore classifies Finnish and Hungarian a

Another lacuna in this field concerns PVI-based,ne hat non- prototypical syllable-timed languages
typological categorlzatlon Qf languages with vowe due to the medium as opposed to the expected low
harmony (VH) gnd quantltatlye contrast (QC).' Wile t variation along VPVI), and Turkish as an even less
notable exceptions of Estonian [1] and Thal_ [2]sthe ototypical syllable-timed language (due to srialt
languages ha_ve been_ab_sent from the studies to dg{?preciable shifts towards stress-timed values galon
Languages with quantitative contrasts are the@igfic both axes)
important to shaping this debate because the &iayt- '
distinction may introduce variability to segment 4. DISCUSSION

durations, potentially shifting the language's himyt _ _
typology towards the stress-timed end of the coriin. The slight differences between the three langualyes)

Vowel harmony languages, on the other hand, tend {Bc@lic metrics can be interpreted that vowel haryno
exhibit very little or no vowel reduction, similgrito @nd/or the lack of reduction keeps variation ateam

many syllable-timed languages. In the intersectén |€vel, despite the phonemic length contrast in iimn
these two opposing forces stand languages that sh@@fl Hungarian vs. Turkish. Estonian, Finnish and
both vowel harmony and quantity phenomena. ThesthrElungarian, three languages exhibiting phonemic
languages in this study, Finnish, Turkish and Huiaga duantitative consonantal contrast, perhaps counter-
exhibit both VH and QC and therefore it is preoﬁbte'mu't'velyv shOV\_/ very little pairwise variation in
that they will pattern reasonably close to eachergth consonant durations. However, the short-long centra

with the difference correlated with their differescin  P€ it small, might be a very consistent fine phmnet
QC. distinction in these languages that these metripg mot

be able to capture.
5. REFERENCES

Asu, E.L. & Nolan, F., 2005. Estonian rhythm ane th
Pairwise Variability Index. In Proceedings, FONETIK

Keywords: rhythmic typology, vowel harmony, quantity,
pairwise metrics

What makes the objective evaluation of the host Iﬁ
pairwise rhythmicity measures put forward from th

2. METHOD

The nine language samples, three per language, were
sourced either from the illustrations of the Harmbof

the. IPA.[S] or were r.ecorded i_n the sound bootRixfe 2005. Goteborg: Goteborg University, pp. 29-32.
University. The reading material was Aesop's fédiblee [2] Grabe, E. & Low, E.L., 2002. Durational variabiliip
north wind and the sun" translated into the three speech and the rhythm class hypothesis. In C.
languages. The manual segmentation followed the Gussenhoven & N. Warner, eds. Laboratory Phonolgy
thod detailed in [2] Berlin: Mouton de G(uyter, pp. 515-546.
me : [3] International Phonetic Association, 1999. Handbhobthe
International Phonetic Association: A Guide to thee of
3. RESULTS the International Phonetic Alphabet, Cambridge:
. Cambridge University Press.

The three languages pat_tern together as the ordeskhm_ [4] Ramus, F., Nespor, M. & Mehler, J., 1999. Correlates
lowest AC after Estonian. When compared against linguistic rhythm in the speech signal. Cognitio, Z-28.

measurements with regard to the proportion of the
vocalic intervals (%V) in [4], the results are oar pvith
Greek, Japanese, Welsh, Singapore English and
Estonian among others. In the Vartd metric the
range of Finnish broadens, the Hungarian rang®war
and the Turkish range maintains its size compaoed t
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1. INTRODUCTION o

Appreciation of music is strongly related to aspeat

the performance. Here we ask to what extent tl;
tendency to move to the music — groove — is reléted s ;45 |
performance properties of drum accompanlmem w ‘
including dynamic and temporal variability. s

Figure 2: Groove ratings across drummers

g

2. METHOD 26

Timing and dynamics of real drum performances wz —

derived from studio recordings. The data consisfet2 This is consistent with a recent study that marifsa

drum patterns culled from 26 performances by the amount of microtiming, empirically derived from

drummers. Systematic variability was estimated ireal performances of jazz, funk, and samba mudic [1

relation to the metrical structure. Groove wasdabg Similar conclusions obtain for correlations between

12 participants 20-34 years of age (M=26.08, SD&)3.8 ratings and rhythmic properties of full music exaesp

across many genres. Rather, more groove was prddict

3. RESULTS by a salient beat and rhythmic richness [4], ittt in

Fig. 1 shows the ratio between systematic ar@@reement with the present finding that the nundfer
unsystematic  temporal  variability, based o#trokes per second was the only performance variabl
displacements from metric positions in the druntbea substantially correlated with groove. Groove has

i 1 Sustematic / remati bility ratios for Bac previously been attributed to microtiming and
d'rgl;:?ner Systematic / unsystematic variability ratios for ac o tormance variability in general [e.g., 3]. Thisased

%0 : : : : on the observation that performers and performances
vary in their grooviness, at the same time as rtiioing

also varies among performers and performances. It
would therefore seem a likely explanation that one
accounts for the other. We conclude that the soafce
groove must be sought elsewhere.

5. REFERENCES

o | [1] Davies, M., Madison, G., Silva, P., & Gouyon, R (i
! 2 : ¢ ¢ ¢ preparation). The effect of microtiming deviatiansthe

' , _ remer . perception of groove in percussive music.
Listeners’ ratings of the amount of groove in th%ﬂ Gabrielsson, A. (1999). Music performance. In Duf3eh

performances are shown in Fig. 2. They were n (Ed.), The psychology of music (pp. 501-602). Siegd:

©
&

iability
n ©
o °

/ariability / Unsystematic vari
I »
o °

Systematic v
°

°
@

significantly correlated with temporal parametargtie Academic Press.
data; the correlation between groove and systemalit lyer, V. S. (2002). Embodied mind, situated cogmifiand
variability was -0.16 and -0.14 with unsystematic expressive microtiming in African-American musidusic
variability (N=40). The onl erformance variabl Perception, 19387-414.

allal y - : ) y p 3 4] Madison, G., Gouyon, F., Ullén, F., & Hérnstrém, K.
significantly correlated with groove ratings wase th (2011). Modeling the tendency for music to induce
number of drum strokes per second (r=.38, N=39). movement in humans: First correlations with lowelev

audio descriptors across music gend&R:HPP, 37(5),
4. DISCUSSION 1578-1594.

Here we show that simple drum accompaniments in
popular rock music exhibit systematic variability
patterns, in agreement with findings for other roaki
instruments and genres [2]. Although ratings ofoge
also differed significantly across both music exbeap
and drummers, they were unrelated to the amount of
systematic and unsystematic timing variability.
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Keywords: meter, strong and weak beats, temporal order, EEG  Figure 1: Spectral power differences for strong and

weak beats.
1. INTRODUCTION

Meter can be considered a higher-level attentional
process whereby listeners organize temporally-gpace 129 ' ” ‘ “ l ' ' TN 0.09

sound structures in hierarchies of strong and vioesits

[1]. When acoustical features of these sounds do no 100
vary, listeners can impose meter by grouping thmds

in different ways. Moreover, studies suggest that
periodic sequences generate expectations in time th
enhance perception [2]. Here, we investigate the
possibility that listeners' temporal acuity is prtually 20 \ & T '
facilitated at times that are most strongly prealictsuch ' \ 006
that differences in temporal acuity arise betwdeong 2o * "' " \ & \) .

and weak beats using two types of metric orgartinati Qs S E 009

> METHOD 0.0 OSTime (5)1.0 15
While connected to an EEG recording system, 16

parti_cipa_nts (9M, 7F) Iistengd to isoc_hronogs saegae 4. DISCUSSION

of stimuli, and are asked to impose either binatgofg-

weak) or ternary (strong-weak-weak) meter. ThAlthough temporal acuity did not seem to be enhdnce
subjects’ task was to report the metric positionadnich 0N strong beats versus weak beats, preliminaryaheur
deviant stimuli occur. Each stimulus consists ob twanalysis shows that a mental representation obngtr
closely-spaced wideband pulses of differing amgétu and weak beats in acoustically-identical stimulus
A pulse pair that is reversed in temporal order gequences is observable in the EEG, providing ecile
considered a deviant stimulus. A minimum of twelvéor neural correlates of imagined metric hierarshie
stimuli were presented before the possibility ofexiant Results are implicated in furthering the undersitegof

0.06

0.03

—-0.03

[
(=)

Frequency (Hz)
3

stimulus arose. cognitive mechanisms that help to organize complex
temporally-dependent sound structures such as Ispeec
3. RESULTS and music.

A main effect_of beat type (strong or V\{eak)_\_/vas_nfd)u 5. REFERENCES
when comparing proportion of correct identificatioh _
deviant stimulus metric positions (F(2,19) = 8.p4< [1] Parncutt, R. (1994). A perceptual model of pulséesak

. LN . and metrical accent in musical rhythrvusic Perception,
.05), but a post-hoc analysis only indicated déferes 11.409-464
on beat three _in _ternary meter versus all othet typas [2] La}ge, E. W., & Jones, M. R. (1999). The dynamics of
(p < .05). Preliminary neural analysis was condiidte attending: How we frack time varying events.
one participant at a parietal electrode site foorss Psychological Reviev 06, 119-159.

beats versus weak beats during stimulus sequehats t
precede the onset of a deviant stimulus. Figurepicts
spectral power differences between strong and weak
beats, showing gamma band synchronization diffegnc
at a latency of 300ms. Observed differences may
represent a metric imposition over identical stimul
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Timing and tempo in spontaneous self-repair
Leendert Plug and Paul Carter

Linguistics and Phonetics, University of Leeds,tethKingdom

l.plug@leeds.ac.uk
Keywords: phonetics, timing, error, self-repair, disfluency We discuss several ways of quantifying repair tgmin
and assess the extent to which they allow us tdigire
1. INTRODUCTION temporal details of the repair as a whole. For cpee

We report on a phonetic analysis of instances bif seefror repairs, for example, we can quantify theaylel
repair taken from a corpus of spontaneous Dutchcipe Petween error and repair onset with reference & th
We investigate instances of speech error repairich  beginning of the word hosting the mispronunciation,
a mispronunciation is corrected, and lexical repmir the word-internal point at which the mispronundiati
which the ‘reparandum’ is an erroneous or infeticit first becomes overt. For both speech error anccégxi
lexical choice. Our focus is on the relationshipateen repairs, we can take the repair onset to be theenbat
repair timing — that is, when the repair is initiatedwhich the utterance to be repaired is abandonetheor
relative to when the erroneous or infelicitous nattee  start of the first correct lexical item.
has started— and repair tempe— that is, how the
speaking rate of the repair compares to that of the 3. RESULTS
reparandum. Our analysis suggests that repair tempo is indeed

Previous work suggests firstly that speech err@onstrained by repair timing, but whether significa
repairs in which a mispronounced word is interrdpteeffects are observed depends crucially on how repai
immediately after the erroneous segment has begming is quantified. A proportional measure of
produced have different pitch and intensityeparandum completeness seems particularly eféeatv
characteristics from repairs in which the mispranm®d a predictor. Repairs are generally produced atghehi
word is completed before repair is started [2]; ansbeaking rate than reparandabut this speeding up is
secondly that both speech error and lexical repeér greater in instances with an interrupted reparandum
commonly associated with an increase in speakitey r&Repairs with interrupted reparanda are also likelype
after the repair initiation [3]. The account of theroduced with little delay between reparandum and
prosodic differences between early-interruptionarep repair.
and late-interruption repairs [2] refers crucialty the
degree of time pressure under which the repair is 4. DISCUSSION
produced. Therefore, it would seem highly relevant o, yesuits support the analysis in [2] that repair
investigate their speaking rate characteristias, to produced early are under a different sort of timesgure

2 METHOD from_ repairs produced later. This may reflect _ai'effﬁ
monitoring procedures for pre- and post-articukator

Our dataset consists of approximately 600 instaw€es monitoring.
self-repair sampled from the Spoken Dutch Corpus. W

present separate analyses for speech error regats 5. REFERENCES
lexical reF_’a"S- Our approach in both cases is weh [1] Levelt, W.J.M., Cutler, A. 1983. Prosodic marking in
the speaking rate of the repair component on tes lud speech repaidournal of Semanticg, 205-217.

that of the reparandum, and assess whether addi?ig Nooteboom, S. 2010. Monitoring for speech errors ha
additional predictor variables improves the fit thie different functions in inner and overt speech. Bneraert,

model. Our focus, of course, is on the predictiakig of M. Lentz, T., De Mulder, H., Nilsen, @. (edsjhe
: ! ! P Linguistic Enterprise Amsterdam: John Benjamins, 213

measures of repair timing, although we also comside 233

candidate predictors related to word frequencys] Plug, L. 2010. Phonetic reduction and informational
phonological complexity and repair semantics, redundancy in self-initiated self-repair in Dutdournal of
following [1]. Phonetics39(3), 289-297.

52



Who's IN-TIME?

Kathinka Poismans

Research Centre KenVak, university Zuyd, HeertenNetherlands
kathinka.poismans@hszuyd.nl

Keywords: timing, autism, music therapy, rhythm, assessment
instrument

3. RESULTS

The inter-rater reliability test was executed byafers
who had undergone training and by 2 who had noé. Th

A newborn baby already has the ability to dete@dreement between trained raters was high (Cohen's

rhythmical patterns and to react to them rhythnyjcal K&ppa between 0.57 and 0.93, mean 0.79). _
when interacting with its mother. An infant seerns t 1he comparison between the three groups of children

have an inborn feeling for the rhythms of otherd an Shows that all groups differ significantly in aétegories
the self which is a necessity when interacting sithers  (S€€ table 1).

[2]. Experience and research with autistic people]
the statements of autistic people themselves, amglic

1. INTRODUCTION

Table 1: Level of significance 5.0

however that they have particular difficulty i ANOVA Sig.
identifying and entraining to the tempo and rhytbMm | puration in seconds cat.1 betweenigso 000
another person and in timing their actions appetply
[1]. In music and in music therapy however they cgrpuration in seconds cat.2 betweemigso 001
respond to a beat, tempo and metre that is attopdide
music therapist to their needs and thus musicabrast | Durationin seconds cat.3 betweengso | noQ

become more predictable and the possibility ofriijog
in” arises. An autistic person can, so to say, hibgvais
feeling for his own and somebody else’s rhythm. T TIME was shown to be a reliable and valid
study this process of gradually growing musica[

ot i b ; inat th b strument for measuring timing in the musical
interaction, - an —-observation  instrumen as  Deqlteraction between music therapist and autistiddch

de\{elopgd. .It IS _called IN-TIME qnd It measures., analyses revealed different patterns of timwitgin
rec!pr.ocny in timing between music therapist an e musical interaction for each group of children.
autistic client. Mentally retarded children showed mostly musical

2. METHOD interaction of cat. 2. Neurotypical children showfed/
musical interactions of cat. 2 but very many in.Zat

The development of the instrument started with @hich means that their timing is not only very gdmd

qualitative study. Several video recordings ofefiéht also diversified. The autistic children show veitjld
music therapeutic settings, music therapists amhtsl coherence in timing either of cat. 2 or cat. 3.

were described, bringing into focus all aspectsming

4. DISCUSSION

within the musical action. Using techniques of
Grounded Theory [3], 3 categories and 19 code rul
were defined. Category 1 covers musical interaction
without any coherence in timing. Category 2 covers
musical interaction which displays rhythmical umiso [2]
Category 3 covers musical interaction which i
rhythmically coherent but where the musical play ]
music therapist and child differ. Together thesnidN-
TIME, an instrument that can make a micro analgéis
video recordings from music therapy sessions. &rRat
were compared by reliability statistics. To check
validity, the ability of the instrument to discrinate
between autistic and non-autistic children was
investigated. 10 Videos of autistic children making
music with a music therapist were compared to ogde
of 10 neurotypical children and 10 mentally retarde
children. The interventions were half standardized.
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1. INTRODUCTION The hit rates and response times were affectedney_ t
amount of lengthening and by overall tempo, which
This  study investigates  whether  perceptuglalidates the experimental paradigm and procedure.
discriminability of vowel duration is affected byet Secondly, discriminability was affected by lexisaless,
presence of lexical stress on that vowel, and & t@|though the stress effect was considerably smailer
listeners’ metrical expectation of the vowel besttng this Spanish study than in the previous American
or weak. A previous study using this paradigm fognglish study, and it did appear only weakly in the
American English sentences [4] has reported eBt®@Sr response times. This smaller effect of stress neagiue
that confirmed the “attentional bounce hypothe$®§’ to the non-reduction of unstressed vowels in Spanis
discriminability was found to be higher for vowefs Thirdly, metrical patterns differed relatively lét in
metrically predictable strong syllables. This eff@f their effects on duration discriminability, and
metrical (as opposed to rhythmical) expectations Waerformance was lowest for trochaic patterns. These
previously reported by [2], but not found in a teth smaller and qualitatively different effects of nieat
study [3], while both studies had used lists ofd®d patterns in the Spanish study may be explainechby t

words as stimuli. In addition, the American Engliskypsence of a predominant metrical pattern in Shanis
discriminability study [4] also showed higher digtr

inability for trochaic patterns than for other niedt 4. DISCUSSION
patterns, presumably because trochaic feet preddenin

! . These findings confirm the role of metrical expéotss
in English.

on listeners' sensitivity to phonetic details. Tehes
2. METHOD metrical expectations seem related to the occueent
metrical patterns in a language, as well as to the

The present study reports on a parallel experinsent phonetic realization of such metrical patterns poken
discriminability of vowel duration in meaningful |anguage.

Castilian Spanish sentences. Each stimulus sentvesse

6 syllables long. The sentences varied in two irgtr 5. REFERENCES

factors: mgtrical pattern (daqtylus, trochee, iaﬂ)ban'd [1] Boersma, P., Weenink, D. 2010. Praat: Doing
tempo (quick, slqw). !Each stimulus sentence coathan phonetics by computer [www.praat.org].

target vowel (/a,i,u/, in 3rd, 4th, or 5th syllablelence 7 Pitt, M.A., Samuel, A.G. 1990. The use of rhythm in
the target vowel was contained in a stressed @}ron attending to speecHEP:HPP 16, 564-573.
unstressed (weak) syllable, depending on the nagtrigs] Quené, H. & Port, R.F. 2005. Effects of timing
pattern and serial position. Sentences were read by regularity and metrical expectancy on spoken-word
male native speaker of Castilian Spanish. His aeera perceptionPhonetica62, 1-13.

vowel durations were approximately equal betwedfl Zheng, X., Pierrehumbert, J.B. 2010. The effects of

prosodic prominence and serial position on duration

quick/strong and slow/weak vowels. )
perceptionJASA128, 851-859.

The target vowel was lengthened to 114%, 121%,
128%, 135% and 142% of its original duration, by
means of PSOLA resynthesis in Praat [1].

Participants were 30 monolingual native speakers of
Castilian Spanish, mostly students at the Technical
Univ. Madrid. Their task was an AX forced-choiceka
with the first member always having original dunas.
The order of stimulus pairs was randomized over
participants. Both accuracy data (hits) and respons
times were collected.
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Keywords: breathing rhythm, listener-speaker interaction, conditions. Furthermore, an effect of loud versosmal
convergence, loudness speech was found, (hypothesis 2) which differed mgno
the subjects hearing the male or female readeteriass
1 INTRODUCTION hearing the female reader showed larger amplitafles

The beats of the heart and the respiratory cycies dYexhalation in loud versus normal speech. Listene
probably the most fundamental biological rhythmghia N€aring the male reader showed the reverse pafisis).

human body. Our work focuses on the latter. Reipira result may be interpreted with respect to the hiegt
does not only enable gas exchange for human btm{)gikmematlcs of the male. When speaking loud, he sidow

functions, but also delivers the required air flgoy 2N €xtreme deep inhalation and long duration of a
speech. In dialogue situations, partners tend R§eathing cycle. Female listeners were possiblyaife
synchronize their breathing cycles at turn takifigsSo ©© Synchronize with such a behavior and therefore
far it is unclear whether this synchronization asconly "€@lizeéd two breathing cycles within one cycle loé t

in the vicinity of turn takings or whether it isrmore SP&aking male. A more detailed synchronizationyesl
general property of two dynamical systems getting currently carried out.

cou_pled. In_ the latter perspective, listeners sthoaolple _ 4 DISCUSSION

their respiratory behavior with the speaker while

listening. The main goal of our work is to investig the Listeners’ adaptation to speaker’s breathing pathers
potential coordination in breathing cycles betweebeen found in our experiment. Thus, the respiratory
speakers and listeners. Our first hypothesis ig thgynchronization between interlocutors seems natdun
breathing patterns in a quiet environment are iffe to turn taking. We are far away from knowing the
from the ones produced while listening to speeadh. Oexplicit reasons for the studied adaptation, bwessd
second hypothesis is that listeners adapt thepirssry explanations might be possible: The influence of

patterns to changes in speakers’ breath. speakers on listeners may be a process of imitatich
not primarily speech related. Converging behaviay m
2. METHOD also correspond to higher cognitive process between

We investigated how 26 female listeners adapteit thinterlocutors ~ which is  bound to  successful
breath to a female or a male speaker (called readeFOmmunication [2].

reading short texts (fables) in loud vs. normalegpe
condition. The two readers differ in their resprst > REFERENCES
behavior, in particular, in the way they realize toud [ McFarland, D.H. 2001. Respiratory markers of conver-

" : ) ; sational interaction]SLHR44, 128-143.
versus normal speech condition. Listeners’ bregthi 213 Stephens, G.J.. Silbert, L.J. & Hasson, U. 201@a8er-

patterns and acoustics were obtained with the sa listener  neural  coupling  underlies  successful
technique as for the readers. The listeners’ tagk® communicationPNAS107(32), 14425-14430.

the following: 1) to stand and breathe normallyginet

environment, 2) to read 5 short texts in their rarm

speaking style, 3) to listen to a reader via loed&prs

and briefly summarize the story afterwards. Thekezi

heard the male or the female speaker. Moreovergsom

speakers heard normal speech first and loud semotd

the others heard the reverse order.

3. RESULTS

Linear mixed model analyses were run on a variéty o
breathing parameters with condition (list_normal,
list_loud, quiet), reader (male, female) and coodit
order (normal first or second) as fixed factorsd an
listeners and texts as random factors. In all these
analyses, quiet breathing turned out to be sicantly
different from listening to speech, supporting hyyasis

1. Quiet breathing profiles look generally bellisbd
whereas it looks more skewed in the listening &esp
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Movement timing is affected by differences in interal-specifying sounds
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Keywords: movement, iming, continuation paradigm, sound Figure 1: Mean reproduced interval durations for each sound

1. INTRODUCTION gylf)rzt%cnrgsosf: Cz:)ﬁi;ert])t) |2nste:: )ta;rg.et distances farcejed interval
Guiding the timing of movements can be extrinsic @ b)

(using sensory information to control the closurfe o
temporal gaps) or intrinsic (generating temporal
information neurally) [2]. Evidence of this distiian
has been found in a sensorimotor synchronizatiskita
which participants were more accurate when timing p- = - S = -
movements between alternate target zones to discret _ LiCaty CEeiy IHEIErHRASERE S (e
beats (intrinsic guidance during intervals), butreno as
consistent when moving to looping rising tones
(extrinsic information about closing time gaps).[3]

o
N
=

\
B

durations (s)
=
&
S
durations (s)

Reproduced interval

Reproduced interval

a
©
o
w

-~

—_——
33 & ,

4 “ Discrete Beats
3.2

31 S8 B ————

Reproduced interval
durations (s)

Differences in the reproduction of time intesval e Rising Tores
specified by different sound types were investigate il e E— - .
using a continuation paradigm, to provide insightoi Y% w BTISGEREE ToreE
how the mind processes time when specified either rertestdsnes e
intrinsically and extrinsically. 4. DISCUSSION
2. METHOD These initial results show that reproduction of eim

intervals is affected by the extrinsic sensory grat

tones, arpeggiated tones) for three interval domat{1s, 'ough which timing is specified. One possible

2s, 3s) were created. Discrete beats were 50ms toferPretation of longer intervals produced in the

(C6) at the onset of each interval. Rising toneseWearpeggiated tones condition is that the multipkcudite

pitch-modulated tones increasing from C4 to C%’ones are processed as individual events, eacthichw

Three different auditory guides (discrete beatsingi

Arpeggiated tones were consecutive discrete tond@S ItS 0wn finite neural decay time [1]. This nmagan
rising chromatically from C4 to C6. that subjective time was expanded due to the higher

Thirty-eight adults (Females = 23; age range8=5Q density of auditory events within the same objectiv

years) moved alternately between different target&ne interval.
(25cm, 50cm and 75 cm apart) in time with the A full analysis of all participants, includingniematic

presented sounds. After 16 repetitions, the soun@i@alys'S of inter-target movements, will be present

stopped, at which point participants had been uetd 5. REFERENCES
to continue moving between targets at the same, pace ) -
until told to stop after 16 continuation repetisormhe [ Kbafmafkar% |U~'k‘3_ué’”0f3§”°', D. 2007. IT'm'\';émf{“ the
order of trials (3 sound types x 3 durations x ®fin E;‘igﬁ‘;; f;‘;ig ncoding time in neural netvistates.
target distances) was randomised. [2] Lee, D. 1998. Guiding movement by coupling taus.
Ecological Psycholog{0, 221-250.
3. RESULTS [3] Rodger, M., Craig, C. 2011. Timing movements to irgerv

. . . . durations specified by discrete or continuous seund

Preliminary analysis (n=10) of reproduced time rivids Experimemaﬁ Brain ReZearchm, 393-402.

are shown in Figure 1. For all interval duratiotiere
was an effect of sound type on mean reproduced
movement times (1$15 = 26.1,p < 0.001; 2sF, 15

= 16.3,p < 0.001: 3sF(;15 = 6.4,p = 0.009). Post-hoc
tests revealed that these effects were due to the
arpeggiated tone intervals being reproduced aselong
than the other sounds. Although larger movement
distances tended to produce longer durations effest

was not yet significant.
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stress shift is disfavoured, as it would resultthe

misplacement of reduced unstressed syllables.

1. INTRODUCTION

This paper deals with the connections between the
prosody of a language and the text-setting rulesooél

4. DISCUSSION

The initial hypothesis is confirmed, as the prosodi

music in that language. The underlying hypothesites characteristics of the languages analysed here get
that the rhythmic structure of a language will beeflected in the rules of text-setting. The defanitof a

reflected
spontaneously in that language.

in the musical setting of texts arisemusically conditioned stress shift in Spanish resisao
syllable-related constraints, whereas it is linkedtress

Research on linguistic rhythm relies on a three-folin Galician. Stemming from that, the agreement betw
classification, according to which languages may higuistic stress and musical beat is prevaler@atician

syllable-timed, stress-timed or mora-timed [5; The
notion of rhythmic classes has been questionedhdset

(as in English), not in Spanish.
As this paper shows, vocal music constitutes aal ide

who favour the distribution of languages along Rcus for the analysis of rhythm in language.

rhythmic continuum [3; 2]. Whatever the view taken,
there is a general tendency to regard Germanic
languages as stress-timed, while Romance languzaiges;y;
commonly placed at the syllable-timed end of the
continuum. English is thus classified as a stresed [2]
language, while Spanish is viewed as totally sydlab
timed by some [4] and as less syllable-timed thaméh 3]
by others [6].

The present paper aims at determining the mutual
relationships between the prosodic characterisiind
the text-setting rules of Galician, a Romance |aggu [5]
spoken in the northwest of the Iberian Peninsulechvh (g
stands between Portuguese and Spanish, showing a
mixed type of rhythm. [7]

2. METHOD

A theoretical and empirical analysis of a corpusbof
Galician folk songs is undertaken in order to detee
the extent to which Galician and Spanish differhwit
regard to the structure and function of stresslo®king
at how a text is set to music we can shed some digh
the connection between vowel reduction, the readisa
of stress and the structure of stress-groups iiciaal
comparing the results to those obtained for Spdish

3. RESULTS

Despite the fact that Galician and Spanish are Roma
languages spoken in the same territory, text-ggtin
Galician and in Spanish show diverging characiesist
which are arguably derived from the prosody of the
languages. Galician and Spanish show no reduction o
prominent vowels. However, in Galician there is
reduction and sometimes even deletion of unstressed
vowels, a feature shared with European Portuguese b
not with Spanish.

In Spanish song, the key issue is the preservation
syllabic rhythm even if this entails ‘musically
conditioned stress shift’. In Galician song, thipd of
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1. INTRODUCTION

Figure 1: The growth ofiSI in the data of two Italian speakers.
Duration (ms, y-axis) vs.Number of syllables x-axis).

The role of syllable compression in ltalian hasrbee | ' .

investigated by [3] whose results indicate thas ia base - || o

temporal unit, both for compression and positicieats. 00 A - B

The shortening of the nucleus and of the onset in | ™ §7 w ]
correspondence of an increase in syllable complexit A 20 '

suggests that the controlled temporal unit extetidsver ol ol

the syllable. Other data give further support t@ th e e e e | I e e e e e e
hypothesis that this unit is the entire V-to-V temg

interval.

These results are partially in contrast with presio 4. DISCUSSION
findings by e.g. [4] and [6] who studied patterns dn compliance with what is usually claimed for itial, the
compression on different speech samples. partial results of the regression analysis we @drout for
This paper is aimed at testing on data of Italialata of two speakers indicate a roughly linear ¢noiw
(including sentences like the ones in [3, 4, 68) $peech both cases. Likewise, thReltas and theéPVIs indicate low
rhythm model proposed by [5] and [1] which predictgalues of vocalic and consonantal variability foede
temporal patterns as the result of the couplingwaf samples. As a general result, which could be aoefir by
oscillators. Within this framework, the duration thle the forthcoming analyses, Italian data are takemtdmm
inter-stress intervall§l) is a function of the number of data of English and, in some way, from data of &mnen
syllables and of the coupling strength of two ckck even though both rhythm metrics and coupling patarse
show in some cases only a weak discriminating power

2. METHOD
We designed a small corpus similar to the onesyaedl 5. REFERENCES
in these studies and we tested the model on 18rseed [1] Barbosa, P.A. 2008ncursdes em torno do ritmo da fala
read by 5 native Italian speakers (and on simitan€h Campinas, Pontes.

and English sentences recorded and analysed in fe ~ Bertinetto, P.M. 1983, Ancora sullitaliano comegira ad
isocronia sillabica. InScritti linguistici in onore di G.B.

same way). The sentences were segmented and labeled  pejiegrini I, Pisa, Pacini, 1073-1082.

with Praat. Their rhythmic properties were assessed [3] Farnetani, E., Kori, Sh. 1986. Effects of Syllahtel Word
terms ofDeltas andPVIs and a regression analysis was Structl:]re on Segmental Durations in Spoken Italian.
carried out onSls. Speech Communicatidi) 17-34. .
[4] Marotta, G. 1985Modelli e misure ritmiche: la durata
vocalica in italiano Bologna, Zanichelli.
3. RESULTS [5] O’Dell, M., Nieminen, T. 1999. Coupled oscillator de
Partial results for the first two speakers we haveady %igefg;‘ghythnmoc' of the XIV" ICPhS San Francisco,

analyse_d arg Summarised iﬂ Figure 1 together \MH?h t[6] Vayra, M., Avesani, C., Fowler, C. 1984. Patterns of
regression lines giving estimates of a roughly dme temporal compression in spoken itali@roc. of the X
growth. For data on the left plot (speaker 1) the ICPhS Utrecht (1983), 2, 541-546.

parameter of the coupled-oscillator model has duigé

values (145+148) whereas thegparameter varies around

85. Data on the right plot (speaker 2) haspanning

from 69 to 78 and a highdr (127+141). The coupling

strengthr shows mean values between 1.14 and 1.44 for

speaker 1 and between 0.48 and 0.70 for speaker 2,

accounting for a stable dominance of the syllabic

oscillator: these variations are greater than theso

induced by changes in speech rate.
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Keywords: rhythm, £ language acquisition, bilingualism Interestingly, bilinguals outperform monolinguals o
both language groups in the acquisition of constman
1. INTRODUCTION While both Spanish and English monolinguals skiths

While many attempts have been made to quantifpo0 much variability in their consonant lengtiA(and
rhythm perceptions with the help of rhythm metritee rPVI-C), bilinguals are approaching the adult targe
acquisition of the features that contribute to hinyt the age of 4 and are completely on target by 6oih b
remains an under-researched area, especially wHaRguages.
looking at bilinguals with typologically different
prosodic  backgrounds.  Previous research in 4. DISCUSSION
monolinguals has shown a complex picture [1These initial findings suggest that rhythm develepm
including common developmental paths acrogs multisystemic; and in bilinguals the systemic
languages with different prosodic typologies, adl @& properties of the two languages interact, possibly
language-specific patterns emerging as early as2agebecause of a greater variety of structures which
indicating that phonological and prosodic featuresionolinguals do not have access to. This suggests,
interact [2]. perhaps unsurprisingly, that rhythm development
crucially depends on the language systems that are
2. METHOD present in the input. However, because monolinguals

In this paper we report two studies which inveséda the structurally more complex language also develop

the rhythmic development in Spanish-English baldncénore slowly than bilinguals, it appears to be theager
bilingual 2-, 4- and 6-year olds living in the Ukach Structural variety in the input which serves toespep
Spain. In these studies, we tested rhythm developme acquisition, rather than structural complexity litse

semi-structured elicitation tasks in which the dteh
described everyday actions. We asked whether the
children follow the same developmental paths 4%
monolinguals, or whether target-like acquisition of
rhythm in one will facilitate rhythm acquisition ithe
other language, as has been found for segmentatésa |,
[3]. The question arises whether in bilingual crelthe
systemic properties that contribute to rhythm depeh [3]
parallel or independently of each other. We analyse
metrical structures, vowel reduction, pre-boundar[x
lengthening and accentuation together with a set o}
rhythm metrics, found to be discriminative for chil
speech in previous studies [2] (VarcoAC, %V, rPVI-

C; cf. [4]).

3. RESULTS

Initial results show that bilinguals like monolirgjs
master the less complex syllable-timed rhythm of
Spanish earlier than stress-timing. Indeed, thegalic
measurements in Spanish are comparable to those of
monolinguals. However, even though they are gelyeral
slower in English with regards to vocalic metritisey
are still faster in their development than monalialg.

At the age of 4, %V is already on target in biliatyu
while English monolinguals only reach adult-likesu#s

at 6. However, the development of vocalic metris® a
shows a clear influence of the ambient languag#) wi
bilinguals living in Spain producing off-target \alic
durations still at the age of 6.
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1. INTRODUCTION

There is rhythm if we can predict on the basis baiis
perceived [1]. Predictions pertain to the formalg(e
color or pitch) and/or temporal structure of evantthe
environment, i.e. their “what” and “when” aspects.
Crucially, predictable temporal structure may ojfzen L
processing of formal structure. It affects latexgsts of B) -
attention-dependent auditory deviance processing
(Schwartze et al., 2011). Here, we discuss the ¢cinpia
temporal predictability on two early componentsthod
event-related potential of the Electroencephalogram
(EEG), namely P50 and N100.

2. METHOD

Temporally predictable (isochronous 600 ms inter- -
stimulus-interval) and non-predictable (random 200- Fig 1: Group-averaged ERPs obtained in the pre-attentive
1000 ms inter-stimulus-interval) auditory oddball (&) and in the a;te”t'on"zepleé‘%?m) (B)dseszoﬂw‘zﬂﬁ(?)

. _ . responses to isochronous (soli ue) and rando e
sequences were presented to 24 right-handed um;_'vers standard, as well as isochronous (dotted blue) random
students (12 femqle, mean 24.4, SD 2.8 years) @ tW (dotted red) deviant tones.
experimental sessions. The sequences consistei2of 5

standard (600 Hz) and 128 deviant (660 Hz) 4. DISCUSSION

equidgrational' (300 ms) sinusoidal tones. !r.' a P'9he P50 is an early automatic marker of formal and
attgntlve session, participants focused on a suilgo, temporal predictability, while the N100 may be
Wh'le. they focu_sed on the Ssequences in a subsequgﬂ%enced by attention. The results show that B&®
S?SS:['O”' IDurlnhg both ;ezsmns, EEG  an plitude is smallest for attended isochronousdstais
electrooculography were recorded. and largest for attended random deviants. Thisifspec
3. RESULTS pattern may reflect the relative effort to allocate

attentional resources to the formal and temporal
The results indicate, that the amplitude of the P50 structure of the environment.

sensitive to formal and temporal predictability daio

FCZ

temporal regularity in particular. A high degree of 5. REFERENCES

predictability is associated with smaller P50 atoplé. 1] Fraisse, P. 1982. Rhythm and tempo. In: Deutsch, D.
P50 and N100 amplitudes are correlated in bth (Ed.).The psychology of music. Academic Press, New
sessions. Formal and temporal structure interatchen York, 149-180.

N100 obtained in the attention-dependent session.  [2] Schwartze, M., Rothermich, K., Schmidt-Kassow, M.,

Kotz, S.A. 2011. Temporal regularity effects on -pre
attentive and attentive processing of deviarielogical
Psychology87, 146-151.
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1. INTRODUCTION

Speech production is a complex motor task involving
motor cortex, sub-cortical and cerebellar areas.
Strikingly, posterior-medial auditory fields areaigly
recruited during speech production, even if theespas
silently mouthed. In contrast to more anterior area
associated with the comprehension of speech, this
auditory involvement in speech production has been
linked to sensory-motor interactions — where the
sensation could be auditory and/or somatosensary —
the control of speech output (Wise et al, 2001, rafar
Wise and Warren 2005). The posterior-medial auglitor
areas seem to perform cross modal sensory-motor
interactions during speech perception and produgctio
and thus may form a central link between these t
processes. This region is not driven solely by spei
has been implicated in the rehearsal of mus
information (Hickok et al, 2003),
comparison of speech production with non speechdo
production, such as blowing a raspberry or whigtlin
reveals very similar activation in this region (@baet
al, 2009).

In this presentation the role of posterior auditory
areas in the control of timing in speech productidth
be addressed, using examples of speech productiHn
under conditions of auditory delay, as well as gxams
of the control of speech production in highly stuned 2]
rhythmic speech. | will argue that auditory (and
somatosensory) representations are important irathe
of speaking and that these posterior medial audit
areas form part of an important sensory-motor gyste
that is central to the production (and perceptioh)
rhythm in speech. This may relate to its appanemt- [4]
specificity to linguistic information, since we can
produce rhythms with any kind of vocalization artdes
kinds of sound output (e.g. in music). 5]

2. METHOD

Positron Emission Tomography (PET) and functiongls]
magnetic resonance imaging (fMRI) were used in
several experiments to identify the neural systems
involved in speech production tasks.

3. RESULTS

Figure 1 shows activation in left medial posterior
auditory cortex during silent and normal speech
production (Wise et al, 2001). Activation in thisea
increases during the production of nursery rhymes
(Blank et al, 2002) and when speaking under caorhti

of delay (Takaso, Eisner et al, 2010).
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Figure 1: The activation of an auditory area, posterior and
medial to primary auditory cortex, which is acte@at by
speaking, mouthing, and voicing (Wise et al, 2001).

4. DISCUSSION

Wﬁ'ne results suggest that posterior medial audifietgs
e intimately involved in speech production. | lkha

. ow how the responses in auditory areas may differ
and a direc . )

rom those seen in motor speech areas and dislkess t

candidate roles these different systems may play in
speech perception and production,
reference to the use of speech in conversation.

especially with
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Keywords: rhythm, speech, aphasia, tapping, syllable rejetiti Figure 2: Mean Coefficient of Variation for ITl and ISI.

0.12

1. INTRODUCTION
0.11

There is growing interest in the role of rhythnmsjreech o1
processing [3,5] and in speech therapy [1,4,6],liktle 0.09
is known about the distribution of various rhythmic ggj
capacities, Our battery of rhythm tasks tests skils 0.06 |
in typical young adults, older people with aphasiad 0.05 1
age-matched controls. Here we report results for 2 © 007 |
simple tasks: repeated production of finger-tapg an 0.02 |
syllable. 0.01 1

2. METHOD

Nine people with aphasia (PWA; mean = 61.3, SD =

9.9), 9 age-matched controls (mean = 63.2, SD 6),18. 4. DISCUSSION

and 8 younger controls (range = 18-22) completed 3 S . . o

trials each of tapping and of repeating the syigloih at Temporal variability is higher in various cllnlcgioups
a steady comfortable rate. For each speaker, #@mnm[2], but here the control groups are as variabl&\as
and SD of the inter-tap interval (ITl) and of thear- (Fig. 2). In this first study of spontaneous is@rtuus
syllable interval (ISI) were found. To quantifySyllable production, the rate for this task waswslo
individual variability in production rates, the ¢beient than the tapping rate (although this difference leas

of variation (CV; SD/mean) was computed per speakeSystematic in PWA). This difference might be beszau
speech is a more complex motor act, or becauséntapp

3. RESULTS provides simpler sensori-motor feedback than speaki
CV syllables does.

B Aphasia

®mOlder Ctrl

mYounger Ctrl

CV (SD/mean)

Mean ITI Variability Mean ISI Variability

Variability was considerable within each group fot,
ISI, and variability of these two measures. Théin 5. REFERENCES
group CV was 0.418 for PWA, 0.305 for older cordrol

and 0.334 for younger controls. Tapping and sbélab[l] Boucher, V. et al. 2001. Variable efficacy of rhyttand

tone in melody-based interventions: implications foe

p_rOd_L!Ctlon rat‘_:"s were SIOWGS’F for the PWA, but were assumption of a right-hemisphere facilitation im+fluent
significantly different from either of the two coat aphasiaAphasiology22, 131-149.
groups with this sample size (Fig. 1). Generalych [2] Corriveau, K. H., Goswami, U. 2009. Rhythmic motor
isochronous repetition was faster for tapping tfiam ?“"a,'“mef:t t'“ _Ch"?ret?] é\"tg@ fpi%Chng”l% O'anguage
. impairments: tapping to the be@rtex45, -130.
syllable production (5/9 PWA, 7/9_O|der cc_)nt_r(_)lsl,da [3] Cummins, F., Port, R. F. 1996. Rhythmic commonalities
8/9 younger Comr_0|3_)- Intra-subject VE_’-”ab”'tyaW between hand gestures and speBebc. 18" Annual Conf.
relatively low and similar across groups (Fig. 2). of Cognitive Science Society.
. [4] Glover, H., et al. 1996. Effect of instruction tmg on
Figure 1: Mean Inter-tap and Inter-syllable Intervals. stuttering frequency at normal and fast raRarcepual &
Motor Skills83, 511-522.
1000 [5] Goldstein et al. 2012. Coupled oscillator model péech
900 timing and syllable structure,
800 http://sail.usc.edu/~lgoldste/ArtPhon/Papers/Week¥22
» 700 LG_final.pdf
£ 600 B Aphasia [6] Konczak, J., et al. 1997. Control of repetitivedipd finger
2 500 B Older Ctrl movements in Parkinson’s Disease: influence ofrazale
2 400 Younger Ctrl timing signals and simultaneous execution on motor
= 300 performanceMovement Disorder$2, 665-676.
200
100
0
Mean ITI Mean ISI
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1. INTRODUCTION

Studies of stress placement in nonce words have é;gﬁj;fgyess
revealed systematic biases towards metrical regular
both in the production of sentences [e.g., 1] aothied
words in priming paradigms [e.g., 2]. In this study
priming paradigm was used to investigate the effdct
repeating metrical patterns on real word production
Results provide evidence both for the familiar sub-
lexical bias toward metrical regularity as wellasew
effect—avoidance of consecutive identical lexida¢ss
patterns.

Figure 2: Reaction times for normal and stress shifted targgts
condition (iambic prime vs. trochaic prime)

0.700

0850

Mean RT in seconds
o
&
2
s

2. METHOD ,
Participants (24 native English speakers) weredsie Condiien ,,
read English words of the form CVCVC (e.gabin,
parrot, gazelle, salogn from a computer screen as 4. DISCUSSION

quickly as possible. The words, consistingiambic  Repeated metrical structure facilitated productimy
primes (25 medium frequency iambs such eadef \hen words were produced without the lexically
parade ravine, sedai), trochaic primes (25 medium gpecified stress pattern (c.f., stress priming tadian
frequency trochees such asaret, palace, ribbon, [3]). In these cases, RT was faster when stregestin
ballad), andiambic targets (10 low frequency iambs the direction of the primes. This likely reflectetsame
such as gazette, lapel, meringue, pipgitewere gyb-lexical mechanism involved in nonce word stress
displayed one at a time following the hextuple stite  pjacement [1, 2]. In addition, the results yieldedias
in table 1 until all target iambs were producedcemn  for metrical irregularity. There was a greater &mg to

each priming condition. shift stress when target iambs were preceded bgr oth
Table 1: Structure of the stimuli presentation iambs than W_hen preced_ed b_y trochees. This bi?-b@an
BT S ITETE Srime condiion seen as W(_all in the reaction times for responsesifoe
SR || G w_ords, which were reliably faster and less varlalm_e
(trial 1) random random random trial 2 (mean = 467ms.; SD = 27m§.) than_ on trial 3
(trial 2) prime trochee iamb (mean = 474ms.; SD = 40ms.). The bias against tegphea
(trial 3) prime trochee iamb patterns of lexical stress is a hew result andtbatmay
(trial 4) prime trochee ~ lamb be related to the tendency for grammatical classes
(trial 5) target lamb lamb differ in metrical structure.
(trial 6) random random random
3. RESULTS 5. REFERENCES
. . 1] Kelly, M. & Bock, J. 1988. Stress in timdEP: HPP
Target iambs were produced accurately in a practice 14(3): 389-403.
block by all participants. In the experimental cibiods, [2] Colombo, L. & Zevin, J. 2009. Stress priming in Readi
stress shifted to the first syllable of target ianit 18% gg?h\tlcae ?g&%i\gr‘g&gwaﬂon of Lexical and Subitak
(180/972) of the trlal_s. The.se cases .(?f stresst SI;LI] Sulpizio),/ S., Job, R., Burani, C. 2011. Priming lekica
occurred more often in the iamb condition (104/47 J stress in reading Italian aloulanguage and Cognitive
22%) than in the trochee condition (76/500, 15%g. Processesl-13.

shows the reaction time (RT) for target iambs poedu
with normal stress (white bar) and with stresstetito

the first syllable (striped bar) in both conditioNghen

stress was shifted, RT was faster in the trochadition

than in the iamb condition.
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[3]
1. INTRODUCTION [4]

Timing is an integral part of every aspect of speed!
production: of individual movements of the rib cage
tongue, jaw, lips, velum and laryngeal structurek, [g)
their coordinated muscular activity, and of the exphe
sounds they produce. An understanding of speech
production therefore requires an understanding b
timing: 1) what it is used for, and 2) how it isntmlled.

In the first part of this paper, we review our emtr [g]
understanding of what speakers use timing for, feowd

this understanding was acquired. We propose thabbn
the main uses of speech timing is to make uttegand@
easier to recognize: it is used to signal individageech
sounds (e.gdid vs. dad) [1], and also to signal, and
compensate for, the relative predictability of agles [10]
and words due to their context and frequency of(ese

[2], [3], [4], [5]). We propose that this recogoit goal

is balanced against other goals, such as the pesgzeak [11]
quickly, or in rhythm, to yield surface sound duas in
speech. We highlight the important role of prosodiﬁz]
structure for speech timing: Prosodic structureeeas

the interface between language and speech [68]/].[
and controls acoustic saliency so that it compesstalr
relative (un)predictability [3],[4],[5]. In the send half, [13]
we focus on two different views of how timing is
controlled, i.e. with and without a domain-genergh
timekeeping mechanism. Theories such as DIVA [g]
based on VITE [10], and many Optimal Control Theory
approaches (e.g. [11]) assume a general timekeepihg]
mechanism, whereas Articulatory Phonology/Task
Dynamics [12-15] suggest mechanisms for achieving
surface timing patterns without a domain-gener#ie]
timekeeper. We present timing phenomena that docur

both speech and non-speech, showing how they canlbé

explained within each type of framework. We finksh
presenting evidence that may be difficult to explai
without a domain-general timekeeping mechanisris8]
This evidence includes greater timing variabilityr f
longer duration intervals compared to shorter domat
intervals (e.g phrase-final segments vs. phrasdahed
segments, [16]), patterns of differential timing
variability for movement onsets vs. target attainie
[17], and data suggesting a constraint on maximum
syllable durations for phonemically short vowels in
Northern Finnish [18].
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1. INTRODUCTION

Articulatory  Phonology/Task Dynamics currently
provides the most comprehensive account of speech
timing phenomena. In this talk, we provide an ipitie
review of speech timing in this model, and contiast
with the current instantiation of DIVA/Vite (which
could be extended in the Optimal Control Theory
framework). Articulatory Phonology/Task Dynamics
and DIVA control timing in very different ways: In
Articulatory Phonology/Task Dynamics, surface tignin
properties emerge from intrinsic characteristicavad

as a set of timing adjustment mechanisms. In DIVA
(and in most Optimal Feedback Control theories),
desired surface movement times are specified tlhroug
the use of a domain-general timekeeper. Although
Articulatory Phonology/Task Dynamics is currently
unsurpassed in its ability to account for most sphee
timing phenomena, general timekeeper approaches hav
desirable properties which suggest that they taenie
consideration and development. = These properties
include the ability to specify desired surface mmueat
durations as part of a movement plan, as well as th
ability to independently prioritize the timing offférent
movement components relative to each other or to
another event (e.g. target attainment vs. movement
onset).
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Figure 1: Preliminary results: SMS accuracy and variability

adaptation, anticipation, modeling

1. INTRODUCTION

Sensorimotor synchronization (SMS) is the temporal
coordination of self-generated motor rhythms with
external rhythmical events. Temporal adaptation and

anticipation mechanisms have been proposed to be

involved in SMS [1]. We investigated the role otse
mechanisms with help of an Adaptation and Antiégrat
model (ADAM) that synchronized with recordings of
human tapping sequences.

2. METHOD

asyn (ms)

100

80
60 -

macc
40 - mvar

20 -

adaptation 1 adaptation 2 anticipation

4. DISCUSSION

The results suggest that adapting to and predietitegt
ADAM combines an established formal model ofiming in a tempo changing sequence both facilitate
adaptation (phase and period correction) [2] with aynchronization. In a follow up experiment the effef
anticipation process inspired by the notion of iné¢ adaptation and anticipatory mechanisms on SMS in a
models [3]. Participants first learned to tap a gem bidirectional set up will be investigated.

changing sequence resembling
ritardando in performed music. The recorded taps
functioned as input for ADAM. By changing the segs [1]
of ADAM, three different models were created (Table
1). Variables of interest are SMS accuracy (mean
absolute asynchrony) and SMS variability (standard
deviation of asynchronies). 2]

Table 1: Active mechanisms in the three different models 3]
MECHANISM

MODEL
phase correction period correction  prediction

adaptation 1 X -
adaptation 2

anticipation

X X

X = X

3. RESULTS

Preliminary results of 1 participant show a benafic
effect of period correction and prediction on SMS
accuracy I, s = 74.58, p<0.001and variability £, =
24.14, p<0.001(Figure 1).
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3. RESULTS

1. INTRODUCTION o . ,
The analysis identified moments in the temporal

Temporal structure of speech has to reflect both tlontours at which the speakers differed most. Ehg.,
properties of the language that have developed theer utterance in Fig. 1Reknes jim, co si mys)iShows that
course of its history, and the individual patteafghe final lengthening on the autosemamigslis(i.e., think)
speaker’s production habits. is a poor differentiator between the speakers wihi&e

In speaker recognition tasks, separation of the tw@atment of synsemantic(i.e.,self) can split the group
sources of surface speech forms is the key to ssccef speakers into types.
However, current methods of speaker identification Ei ) . .

. igure 1: A local articulation rate contour of the utterance
recognition make almost no use of larger scale teaip Reknes jim, co si mys]ige., You'll tell them what you think
features [1, but cf. 2. One of the few attempts to .
integrate  temporal  characteristics into speak i r_—
recognition systems is the SAUSI (Semi-Automati . | |—e— ciuster2
Speaker Identification) system developed by H. idoll @ [ o Ceters /\
[3]. It utilizes information about temporal strurtusuch / ;

o

w

as the number and length of pauses, the ratio edcp

LAR (syll-

to pauses, the ratio of speech time to total tsy#able ¢ ; /.M,/ -
rate, etc. 7 E;\ g X
Our goal is to find such methods of describing @zec ¢ S \

temporal patterns that would be less ‘global’ thiaose 5 - - - - g

. . .. . Rek; -ne§ jim o si mys- ; Ii¥
used by Hollien and more linguistically interprd@ab ¢
than those employed in current technological speech Other analyzed sets produced similar outcomes.
processing. Interestingly, no significant differences between

2 METHOD statements and questions were found: speakerstéend

' be consistent in producing certain specific tempora
zrglatterns for both grammatical categories.

Short scripted dialogues (5 turns in each) wereaeded
and read out in a recording studio by a total of
speakers. On separate days the speakers reackemuliffer 4. DISCUSSION
roles in each dialogue. The target sentences waceg
in the third turn of each dialogue and were comsta
to differ from each other in only two respectstestaent

Cluster analysis shows what is not clearly detdetab
from raw data or compressed parameters like meahs a

vs. question, and verb in singular vs. verb in ailuwe standard deviations. The results are encouragingly

analyzed two of such quadruplets of sentences, 102 consistent. It seems pos;ible for Czech to identify
items (24 x 4 x 2) words, morphemes and their contexts that are teafipor

From automatically segmented and manuallg‘fss rigid and reveal speakers’ rhythmic preference

corrected material, LAR measure (Loce_ll Articulation 5. REFERENCES
Rate, see [4]) was extracted to obtain a temporal
contour. The extracted contours were normalizethby [1] germakl:sé(y, H. ,19?;5 %h%‘;'d recognizers have ears?

: : peec ommunicati ,o—2 /.
group me?‘n and SUbJeC?ed to CIUSter 'z’:}nalySIS (‘j“mefi‘z] Hermansky, H., Sharma, S. 1998. TRAPS — Classitiérs
method with constant distances of initial centrpitis temporal patterns. In: Proceedings of ICSLP'98, 8ydn
see if there were any patterns of accelerations and Australia.
decelerations that would group speakers into distin3] Hollien, H. 2002.Forensic Voice ldentificationLondon:
sets. Academic Press.

[4] Volin, J. 2009. Metric warping in Czech newsreadiimg.

R. Vich (ed.)Speech Processirip, 52-55.
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than the RSI group at generalising vowel duratmthe

new (control) sentences. A significant result wéo a
found for the exposure data, namely that the R8Ugr
diverged less from the target speaker than the roRpy
on normalised F1 and F2 as well as duration vallies.
Rs| group generalised the formant changes bettirein

Keywords: L2 learning, L2 production, L2 perception, synciaas
speech, imitation

1. INTRODUCTION

Imitation of a native speaker has been claimed
improve both production and comprehension [1] of ) - - :
second language (L2). A recent suggestion [2] & thSOSt test, i.e. showed better vowel quality leagnin
imitation in synchrony with a target speaker is

: ct a 4. DISCUSSION
particularly beneficial because it simultaneousigages o
the production and perception systems and providégken together, these results suggest that a catignn
immediate feedback on performance. We investigat®§ Poth perception training 1throu'gh exposing  the
how two types of imitation affected L2 learning ofSUPiects to a native speaker's voice and production
phonological contrasts in production and perceptiof@ining through synchronising with the target s@ea
Polish learners of English were tested on prodoctiod c0uld be a successful method of teaching L2 peimept
perception of English segmental contrasts beforé a@nd production.

after being exposed to a native speaker’s productio 5. REFERENCES

2. METHOD [1]

15 Polish learners of English, resident in Glasdow
between 1 to 6 years, were exposed to a set of [28
sentences spoken by a speaker of SSBE containing
instances of two English features that are diffidal
Polish learners: the contrast between tense /ilanfl/,

and voicing of word-final, utterance-final consotgan
[3]. Each sentence was put into a loop of 8 reipest

Adank, P., Hagoort, P., Bekkering, H. (2010nitation
improves language comprehensi@sychological Scienge
21(12), 1903-1909.

Harrer, G. (1997) “Effectivare spreakundervisningdmy
metod,” <http://www.diu.se/nr1-97/nrl-
97.asp?artikel=rsi ¥accessed on 14/03/2011).

Kozbial, S. (2011) Phonological error mapping: an kgl
— Polish contrastive study.
<http://atp.uclan.ac.uk/buddypress/diffusion/volufie
issue-1/phonological-error-mapping-an-english-golis

The exposure task differed for the 3 groups of contrastive-study > (accessed 08/08/2011).

participants (5 per group): one group listened he t
loops (listen-only or LO group), the second repeate
each sentence after the target speaker (listemegedht
or LR group), and the third repeated synchronously
the target speaker (repetitive synchronous imitatio
RSI group).

Before and after exposure, subjects did perception
tests (a modified AXB task and an intelligibilitg-noise
test) and read a set of control sentences congpitonel
words with the key features. These tasks allowetbus
test which method was most successful in improving
participants’ perception accuracy and L2 pronuinmmat
respectively.

3. RESULTS

The perception results showed an effect only ferli®
group, who significantly improved in the post-expies
perception task. This contrasts with Adagtkal!s [1]
finding that wvocal imitation improves language
comprehension. The post-exposure production test
showed that both groups involved in production migiri
exposure were closer to the target in the posttiest

the LO group. Further, as far as the vowel duratson
concerned, the RSI group accommodated better to the
target speaker’s production during the exposur& tas
than the LR group, whereas the LR group were better
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1. INTRODUCTION

4. A FUNCTIONAL APPROACH TO

PROSODIC SPEECH TIMING

The isochrony hypothesis has long been disprovid [ZFhese and other findings regarding the productios a
but still informs conceptions of speech rhythm wot interpretation of timing effects are evaluated agathe
important ways. Firstly, the notion that languagas be functional criteria that communicative durational
divided into a small number of discrete “rhythmyariation should be consistent and specificallyalsed,
classes” remains pervasive, despite the weaknetse of and furthermore perceivable and interpretable by th
phonetic evidence [3]. Secondly, it is widely asedm |istener [8]. In the resulting functional taxonomy,
that the temporal structure of speech is rhythmisgh  prosodic structure is held to influence speech ntimi
successive groups of sounds coordinated in tindgectly only at the heads and edges of prosodic
according to higher metrical structure [1,5]. Th&per domains, through large, consistent lengtheningcedfe
reports speech perception studies which challengset As each such effect has a characteristic locusirwith
conceptions and support a functional and fundartigntagomain, speech timing cues are seen to be less
non-rhythmical approach to the modelling of prosodiambiguous for the listener than would be the chseei

timing processes.

2. STUDY A: DISCRIMINATION WITHIN
AND BETWEEN RHYTHM CLASSES

Utilising speech modified to focus on temporall]
properties, studies have shown that infants andtsadu
can discriminate languages between, but not Withi[}]
rhythm classes [4,6]. We present a series of exygaris
showing that adult listeners, English and ltali@an [3]
discriminate within rhythm class, and indeed witlain
single language, where there are linguistic diffiess in
syllable rate and in localised lengthening effe@sch [4
results argue against the notion of categoricathriy
classes and in favour of gradient, functionally-wetted

distinctions. -
3. STUDY B: LOCALISED LENGTHENING (6]

CUES TO WORD SEGMENTATION

Studies of artificial language learning have shdhat
speech timing strongly mediates listeners’ ability [7]
segment words based on statistical regularities.
Specifically, segmental lengthening is interpresedoss
languages as a cue to the end of a perceptual amil[,S]
process that is held to be universal and essantialh-
linguistic [7]. We report a series of experimentsitt
demonstrate the perceptual importance of linguistic
localisation of durational cues, with word onse¢aiy
consonantal lengthening and word offset by vowel
lengthening, challenging the idea that durationatsc
are diffuse, epiphenomenal or indeed non-linguistic
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duration of segments were consistently determinigal w
reference to higher metrical structure.
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1. INTRODUCTION C= Z aDs + apz ngPs + arT + asS+ apF

We present a novel paradigm for the computational s s
modeling of speech timing. Our approach is based @/ere the a's represent weighting factors of the
the assumption that much of the variation in spemch individual component cost functions.
be explained as emerging from trade-offs between In a preliminary experiment, we have constructed
minimizing effort and maximizing perceptual clarigs artificial “corpora”, representing the typical disutions
proposed by H&H theory [2]. This is implementedaas of syllable types in different languages [1]. Given
optimization procedure, minimizing a composite cosfppropriate weights for the higher-level prosodistc
function whose components relate to durations @finctions motivated by traditional  rhythmic
various prosodic constituents. The model extends characterizations of the individual languages, rtielel
recent computational implementation of this idehiclw  reproduces language-specific timing phenomena,
shows that various temporal coordination phenonananamely regression coefficients for inter-stres®rival
the level of articulatory gestures can be accouftedn duration as a function of the number of syllab@sgnd
these grounds [4]. foot-level shortening. Importantly, the inclusionf o
syllabic complexity in the model ensures that thipot

2. MODELING AND RESULTS does not exhibit isochrony at any prosodic levet bu
Our model operates on sequences of syllablégflects realistic durational variability.
representing prosodic phrases. The temporal orga-
nization of these sequences emerges as the rdsaft o 3. DISCUSSION
optimization procedure resolving trade-offs betweeDur results show that the proposed approach holds
production and perception constraints. The produeti promising prospects for the modeling of speechrigni
related component cost functionD increases In particular, it provides a strong platform fxplaining
logarithmically with syllable durations, providing timing phenomena, applying general principles taate
crude measure of production effort. Simultaneoualy, been shown to hold in other speech domains. Our
rational functionP of syllable durations provides anapproach thus represents a step towards the devetdp
impetus to lengthen syllables in a non-linear fashi of a unified account of the relationship between
taking into account syllabic complexity. This fuiectis production-perception trade-offs and the variapilit
meant to model perceptual constraints, approximatigncountered in speech.
the inverse of the probability of recognizing alalyle s

Formally, the model definition can be written as

of a given duration [4]. Timing of higher-level [madic
units is evaluated as a cost related to differengg
functions S and F of syllable and inter-stress interval
durations, respectively, implementing the assumptid?l
that these levels compete for governing the rhythmi
organization of speech [3]. Moreover, a cdsbn the
duration of a phrase provides a control mechanism fi3
speech tempo. These components of the cost function
are combined as a weighted s@n This facilitates to [4]
model phenomena such as stress and final lengthenin
by locally varying premiums imposed on individual
components. Stressed syllables, for example, are
modeled by temporarily increasing the perceptiost co
weight.
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1. INTRODUCTION
Wanting to Move Experience of Pleasure

What is it about music that makes us want to meéwve® | S
why does it feel so good? Few contexts of musici-
enjoyment make the pleasurable effect of music mo

obvious than in a dance club. A growing body o' o ol R
research demonstrates that music, traditionall | A o8 0® .
conceived of as a cultural artefact, activatessaocddahe o PN

brain known to be involved in the regulation of eeds
that have clear biological values, such as food snd
Music’s ability to stimulate expectations is bebevto

explain this effect. However, the role of body-mEMAt ~  owcosmemin ~ oumestsmomion
and dance in pleasurable responses to groove-based
music, such as funk, hip hop and electronic danasien 4. DISCUSSION

has been ignored in such theories. In this study, Whjs triangulation of subjective, neural and embddi
investigated whether varying degrees of syncopation responses suggests that an intermediate degree of
groove affects the desire to move and feelings @{ncopation in groove facilitates body-movement and
pleasure using a number of methods. pleasure. We thus provide unique insights into the
rewarding and movement-eliciting properties of raysi
2. METHOD which have been used to explain the cultural ubyqui
Stimuli: 15 synthesised funk drum-breaks, 2-bar loopand biological origin of music. As few can resibet
120 bpm, 16 seconds, with varying degrees aifrge to tap their feet, bop their heads or getnghdance
syncopation (0-85) according to a polyphonic indéx when they listen to groove, such insights are alym
syncopation [1]. addition to theories of music-induced pleasure and
fMRI Study: Neural responses were recorded in 26ntrainment.
participants using functional Magnetic Resonance

Imaging, while listening to and rating the drumdie 5. REFERENCES

according to how much they made them want to moyg Witek, M. A. G., Clarke, E. F., Kringelbach, M. L.,
and how much pleasure they experienced. Wallentin, M., Hansen, M. & Vuust, P. 2011. Théeefs
Motion-Capture Study: After scanning, participants of polyphonic context on syncopation in music.

Conference on the Neurosciences and Music IV: Legrnin

were asked to moved freely to the drum-breaks in a and MemoryUniversity of Edinburgh, 9-12 June 2011,

motion-capture lab while movement-acceleration and
velocity was recorded using Nintendo Wii and
WiiDataCapture (one sensor in the right hand anel on
on the back).

3. RESULTS

We found that a quadratic curve could explain 51.7%
and 62.1% of the variation in movement and pleasure
ratings respectively (Figure 1). Using SPM, thigeirted
U-shaped curve could be reflected in patterns of
increased Blood Oxygenated Level Dependent (BOLD)
responses in the auditory cortex, while a negdinear
relationship was found in the basal ganglia.
Furthermore, early explorations of the motion-captu
data suggest similar trends with regards to degffee
syncopation and kinetic force of movements.
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1. INTRODUCTION

Rhythmic factors have been suggested to play aimole
managing the timing of speaker changes in dialogae.

example, [1] proposed that speakers entrain on each

other's syllable rates. By contrast, [2] claimst ttiee
basis for the inter-speaker coordination are serpgenf
beats.

While these models have been proposed to account

primarily for cases of speaker changes without laper
they should remain valid for changes accompanied by
overlapped speech. In an earlier study we have
demonstrated that overlap initiations are more Ueed

Figure 1: ISI normalized onset time distribution

0.2 0.4 0.6 0.8
ISl-normalised onset times

4. DISCUSSION

around the boundaries of the first overlapped bidla The fact that the distribution in Figure 1 is sfgrantly
than at other locations within the syllable [3]. tms different from uniform indicates that the timing of
paper we investigate whether similar evidence @iverlap initiations is non-random. Specificallye theak
coordination can be found for the inter-stressrige around 0.5 suggests that dialogue participantsmarst
(IS). likely to start speaking in overlap in the middiete
interval between successive stressed vowels of thei
2. METHOD dialogue partner.

Stretches of overlapping speech in the Switchboard Along with the results reported in [3], the non-an
corpus were derived from inter-pausal units (IPUyomness of overlap initiations provides evidencat th.
bounded by at least 0.1 s of silence. For eachlaper dialogue participants have access to the rhythmic
the ISI during which the overlap was initiated wa§tructure of their partner's speech both at théalsyl

identified. The overlap onset was then normalisedNd the ISl levels.

relative to the duration of this first overlappesi:1ISI-
normalized onset timavas calculated by dividing the
duration of the interval from the onset of the ¢seped [1]
ISI to the onset of the overlapping utterance bg th
duration of the overlapped ISI. Overlaps coincidivith 2]
the first or last ISI in overlappee's IPUs werelecded
from the analysis. Overall 3439 overlaps were swly

ISI boundaries were calculated from automatic phoii@&
segmentation, lexical stress labels, POS tags and
orthographic transcriptions. Due to the inaccumacie
involved in this method and the resulting problemikh
finding exact vowel onsets, ISI boundaries wereaget
half of the duration of the stressed vowels.

3. RESULTS

Figure 1 shows the distribution of ISI-normalisetset
times for all overlaps in the corpus. One sample
Kolmogorov-Smirnov test revealed that the distiut

is significantly different from the uniform (flat)
distribution < 0.001). The distribution reaches a
maximum around the value of 0.5, i.e., in the medol
the ISI.
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3. RESULTS & DISCUSSION

1. INTRODUCTION Repeated measures ANOVA were conducted on the stop

Speech is organised into phrasal units to fadditaburst duration, vowel duration, fricative coda dima,
communication. Duration can be used as a cuegt@bi rhyme duration, and nucleus/rhyme ratio. As predict
the boundary of a phrase, as in phrase-final lemgtly, the results confirmed progressive phrase-final
or to highlight a constituent as in focus. Howevetengthening. Overall, phrase-final position, lorgmels
duration is also used to signal phonemic contrasth and focus all contributed to an increase in rhyme
as phonemic vowel length. Boundary-relateduration. Specifically, burst durations in the etsswere
lengthening and focus could therefore interact witlonger in the focus condition than no focus cowoditi
vowel length distinctions at the segmental lev@lhe For the nucleus, the three factors all contributed
goal of the current study is therefore to examioe h increased duration. Additionally, focus interactsiih
phrase-final lengthening is distributed over &owel length by lengthening long vowels more than
monosyllabic word, and the extent to which it iat#6 short vowels. For the coda, duration was longethe
with phonemic vowel length contrasts, as found iphrase-final focus condition than the phrase-medial
Australian English [2]. focus condition. Consistent with [3], coda duratiwas

Recent studies of phrase-final lengthening ialso found to be longer after short vowels thanglon
American English show progressive final lengtheningowels.
Phrase-final codas were found to be lengthened theInterestingly, both phrasal position and vowel kng
most, followed by vowel nuclei [1,4]. On the basis affected the nucleus/rhyme ratio, but not focus,
these studies, we predicted that the various wfitse suggesting thehyme to be the domain for accentual
phrase-final monosyllable (onset, nucleus, codajlevo lengthening. The two factors also interacted so tine
be longer than their phrase-medial counterpart tlhat vowel length contrast was greater in medial pasitio
the magnitude of lengthening would diminish frone thThe results are discussed in terms of multiple ggsing
coda to the onset. We also predicted lengthening asinits/domains in speech planning.

function of focus.
4. REFERENCES
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responses were recorded onto a computer at 22KHz

through ProTools LE for acoustic analysis.
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preadolescents, and 0.41 in the adults.
1. INTRODUCTION _ _ _ o
Figure 1: Tongue displacement in consecutive intervals axer /
This study compared patterns of tongue movement

during the consonant /s/ in preadolescents andisadu_
Our earlier study of anticipatory lingual coartiatibn in £ '°

o] The context of /af The context of /i/

Isa/ and /si/ syllables showed that the vowZ "% Age group
. @
coarticulatory effect was present from the consbnag ' At

onset for adults, while for preadolescents it wakyo £ 75
apparent later in the consonant ([3]). The coddtony 3 sof o
effect was judged to have occurred when the coméon# 5| -~
tongue shape in the context of /a/ was signifigant 12 3 456 7 8 123 4567 8
different from that in the context of /i/. The targ Interval number

travelled in the midsagittal plane significantly mo

during /s/ before /il than before /a/, with the daa 4. DISCUSSION
moving forwards and the root moving upwards towardghe observed age-related difference in tongue digsam
/il throughout /s/, producing the same “pivot patte could go some way to explain the later coarticatati
([1]) in both groups of speakers. The present susbd onset in preadolescents than in adults, reportef@]in
data from a larger number of speakers, compariRelatively more tongue movement during the firdf ha
tongue displacement over the consonant within vowet /s/ from /si/ may be a strategy used by prea@aets

gue displ

context across age groups, in order to better stat®t to compensate for the late onset of the vowel

the dynamics of coarticulation. coarticulatory effect. This interpretation wouldggest

that preadolescents may require more time thantsaadul

2. METHOD for planning and articulating a combination of segms

The same dataset was used as in [3]. The speakees \{hat involves a substantial amount of tongue moveme
fifteen preadolescents (aged between 10 and 1% year
old) and fifteen adults, native speakers of Stashdar 5. REFERENCES

Scottish English. The stimuli were the syllablésdad [1] Iskarous, K. 2005. Patterns of tongue movemaornal
/sal, in a carrier phrase, with six repetitionseokry | ;Lzrk%r\‘gicﬁ& SGi‘—j’aiﬁ N 2005, Measuring. naual
target. The u_Itrasound S|gnal, at. 100 Hz, W&l@ coarticula’tion. from m’idsa.tgittal .tongue ?:ontc?urs:
synchronised with the acoustic recording. In eaden, description and example calculations using Engliskand
tongue curves were traced for every ultrasound dram JA/. Journal of Phonetic87, 248—256.

during the consonant. Distances between eafh Zharkova, N., Hewlett, N., Lickley, R., HardcastMy.
consecutive pair of nine equa“y Spaced curves were 2011. Lingual coarticulation dynamics in preadoéeds:

an ultrasound study. Poster at the InternationalldChi

computed using the nearest neighbour method ([2]). Phonology Conference, York, UK, 16-18 June 2011,

Repeated measures ANOVAs were performed for each
vowel context, comparing distances across Inteaval
Age Group.

3. RESULTS

The results on tongue displacement are presenteid.in

1. In the context of /i/ the preadolescents hadltiradly
more movement in the first half of the consonaminth
the adults. The ANOVA for /s/ from /si/ showed a
significant interaction of Interval and Age Group:
F(2.31, 64.62) = 4.803 = 0.008. The interaction was
not significant for /s/ from /sa/. The age-related
difference in tongue movement over /s/ in the cdnbé

fil can be represented by ratios of the sum of
displacements in the first half of the consonanth®e
sum of displacements in the second half of the
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