
 
 
 

Corpus Analysis 
1400 Monday 16 April 
marc.alexander@glasgow.ac.uk

Quantify Your Enjoyment
‣ Qualitative/quantitative distinction 
‣ Empirical, evidence, rigor, explicit, objective 
‣ Insight, interpretation, subjective, critical 

‣ Quantitative very useful, but can be 
something most humanists avoid 

‣ But quantitative can sometimes also be the 
only option!

Descriptive Statistics 
(counting stuff)

‣ Raw numbers of occurrences 
‣ Occurrences as percentage of the corpus 
‣ Relative context in the full corpus 

‣ Normalised frequency 
‣ per thousand words/per million words 
‣ (divide your results by how many thousands or 

millions of words there are in the corpus)



Special Statistics 
(counting stuff and doing maths)

‣ Type/token ratio 
‣ Imagine a corpus of 400,000 words 

‣ =400,000 tokens 
‣ But lots of these words will be repeated over and over again! 
‣ Actually, there may be only 140,000 different words used 

‣ =140,000 types 
‣ Number of types divided by the number of tokens gives you the 

type/token ratio 
‣ In this case, 35%.

Special Statistics 
(counting stuff and then doing maths)

‣ Type/token ratio (TTR) 
‣ Why? 
‣ ‘lexical diversity’/‘vocabulary richness’ 

‣ As well as the obvious problems, very 
dependent on the size of the corpus. 
‣ Standardised TTR (STTR) does the same but averages 

the figure over ‘chunks’ of data (WordSmith, STELLA)

Special Statistics 
(counting stuff and then doing maths)

‣ Type/token ratio (TTR) 
‣ Fraser’s workshop description (364 words) has 206 

unique words, and so a TTR of 56.6% 
‣ Funnybones: 56 tokens, 18 types, TTR 32% 
‣ Brown Corpus: 1,023,243 tokens, 41,144 types, TTR 

4% 
‣ Thomas Jefferson’s writings: 2,392,159 tokens, 

42,841 types, TTR 1.7%

Special Statistics 
(counting stuff and then doing maths)

‣ Type/token ratio (TTR) 
‣ So perhaps not as useful as many people made it out 

to be! 
‣ But a handy first statistic when comparing two 

similarly-sized corpora! 
‣ See also: Hoover, David. 2003. Another Perspective 

on Vocabulary Richness. Computers and the 
Humanities. 37(2), 2003: 151-78.



Significance Statistics 
(counting stuff and then doing hard maths)

‣ What is ‘significant’? 
‣ Statistical unlikelihood if we assume things are normal 

‣ Often approximated by ‘keyness’ 
‣ ‘Key words are those whose frequency is 

unusually high in comparison with some 
norm’ (Mike Scott)

Keyness
‣ Keyness tests “...compare the difference between the actual 

frequencies observed in the corpus (the observed frequencies) 
and the frequencies we would expect if no factor other than 
chance had been operating to affect the frequencies (the 
expected frequencies).” 

‣ “The closer the expected frequencies are to the observed 
frequencies, the more likely it is that the observed frequencies are 
a result of chance.” 

‣ “On the other hand, the greater the difference between the 
observed frequencies and the expected frequencies, the more 
likely it is that the observed frequencies are being influenced by 
something other than chance.”  
                                                (McEnery and Wilson 2001: 84-85)

Wait, wait, wait…

‣ What does language look like, statistically? 
‣ What’s “normal” in frequencies of words in 

natural language?

BNC 
Frequencies
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25323 2 westerner
25463 2 zurich
25669 1 aerodynamic
28022 1 citrus
29257 1 digestible
30536 1 filaments
37602 1 scooping
41132 1 zoe
41133 1 zombie
41134 1 zombies
41135 1 zoned
41136 1 zooey
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41140 1 zooms
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41142 1 zorrillas
41143 1 zu
41144 1 zwei



Sampling

‣ What does your corpus sample? 
‣ Does it represent ‘language’? 
‣ Biber says ‘everyday’ language should be around 90% 

conversation, 3% notes/letters [nowadays, emails?], and 
7% things like press, academic prose, fiction, lectures, 
news, magazines, etc etc 

‣ But some texts have a disproportionate 
influence on language and culture…

Sampling

‣ Does it sample the possible language that 
there is out there? 

‣ Does it have a set structure that means it 
can be compared? (Prioritizing comparison 
over representativeness.)

Sampling

http://www.lancs.ac.uk/fss/courses/ling/corpus/blue/l02_1.htm

Also BLOB (before LOB): 1931 British English



Sampling

http://www.lancs.ac.uk/fss/courses/ling/corpus/blue/l02_1.htm

http://ice-
corpora.net/ice/

design.htm

ICE corpora: 
Canada* 
East Africa* 
Great Britain 
Hong Kong* 
India* 
Ireland 
Jamaica* 
New Zealand 
The Philippines* 
Singapore* 
Sri Lanka (written) 
USA (written)* 

* = freely available from the 
ICE website (ICE-GB is 
available in STELLA)

Sampling

‣ The question you want to answer dictates 
what data you need to answer it 

‣ ‘Representativeness’ differs in sampling: 
‣ Representative of times, of speakers, of people, of 

places, of another corpus, of...


